
THE UNIVERSITY OF CHICAGO

COLLECTIVE ELECTRODYNAMIC EXCITATIONS AND NON-CONSERVATIVE DYNAMICS

IN OPTICAL MATTER AND META-ATOM SYSTEMS

A DISSERTATION SUBMITTED TO

THE FACULTY OF THE DIVISION OF THE PHYSICAL SCIENCES

IN CANDIDACY FOR THE DEGREE OF

DOCTOR OF PHILOSOPHY

DEPARTMENT OF PHYSICS

BY

JOHN ALAN PARKER

CHICAGO, ILLINOIS

AUGUST 2020



Copyright © 2020 by John Alan Parker

All Rights Reserved



TABLE OF CONTENTS

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

LIST OF ACRONYMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2 OPTICAL TRAPPING AND OPTICAL MATTER . . . . . . . . . . . . . . . . . . . . . 6
2.1 Nanoscale optics and Mie theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Optical forces and optical tweezers in 2D . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Dynamics of a dimer pair: optical binding . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4 Conservative and non-conservative force fields . . . . . . . . . . . . . . . . . . . . . . 18
2.5 Building and simulating optical matter arrays . . . . . . . . . . . . . . . . . . . . . . 20
2.6 Polarization of light controls structure formation . . . . . . . . . . . . . . . . . . . . 22
2.7 Surface lattice resonances: collective modes . . . . . . . . . . . . . . . . . . . . . . . 23
2.8 Optical torques: spin and orbital angular momentum . . . . . . . . . . . . . . . . . . 26

3 NON-CONSERVATIVE DYNAMICS AND LINEAR MOMENTUM: REARRANGING OP-
TICAL MATTER ARRAYS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.1 Net force on an optically bound heterodimer . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Confining asymmetric arrays using wavefront curvature . . . . . . . . . . . . . . . . . 31
3.3 Expulsion of an intruder particle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.4 Optical segregation of a nanoparticle mixture by particle size . . . . . . . . . . . . . 43
3.5 Optical matter alloys: segregation by nanoparticle material . . . . . . . . . . . . . . 47
3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.A Derivation of the net force on a heterodimer . . . . . . . . . . . . . . . . . . . . . . . 50
3.B Simulating a near-field electrodynamically bounded dimer using GMT . . . . . . . . 52
3.C Linear momentum transfer via many-body forces in a ring trap . . . . . . . . . . . . 53
3.D Hydrodynamic coupling interactions (TT coupling) . . . . . . . . . . . . . . . . . . . 54

4 NON-CONSERVATIVE DYNAMICS AND ANGULAR MOMENTUM: BUILDING OPTI-
CAL MATTER MACHINES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.1 Net torque on an optically bound dimer . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2 Positive and negative optical torque in larger arrays . . . . . . . . . . . . . . . . . . 59
4.3 Collective electromagnetic modes and their angular momentum . . . . . . . . . . . . 61
4.4 Optical matter gear . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.5 Counter-rotation of gear–probe machines . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.6 High-index dielectric optical matter machines . . . . . . . . . . . . . . . . . . . . . . 72
4.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.A Hydrodynamic coupling interactions (RT coupling) . . . . . . . . . . . . . . . . . . . 75
4.B Constructing other types of optical matter machines . . . . . . . . . . . . . . . . . . 77

iii



5 MATTER-RADIATION INTERACTIONS WITH OPTICAL SCALAR AND VECTOR
BEAMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.1 Multipolar content of optical scalar and vector beams . . . . . . . . . . . . . . . . . . 80
5.2 Selection rules for isotropic scatterers: generalized Lorenz-Mie theory . . . . . . . . . 81
5.3 Selection rules for anisotropic scatterers: T-matrix theory . . . . . . . . . . . . . . . 83
5.4 Collective electrodynamic scattering modes of nanoparticle arrays . . . . . . . . . . . 85
5.5 Core-satellite meta-atom: optical magnetism at the nanoscale . . . . . . . . . . . . . 89
5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.A Dark plasmons modes in gold dimers . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.B Selective excitation of electrodynamic anapoles . . . . . . . . . . . . . . . . . . . . . 98
5.C Vector beams and multipolar analysis in FDTD . . . . . . . . . . . . . . . . . . . . . 100

6 EFFICIENT SIMULATION OF ELECTRODYNAMICS AND DRIVEN OPTICAL MAT-
TER SYSTEMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.1 Simulating the electrodynamics of optical matter using the Generalized Mie Theory . 103

6.1.1 Vector spherical harmonic functions . . . . . . . . . . . . . . . . . . . . . . . 103
6.1.2 Field expansions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.1.3 VSHW translation and rotation coefficients . . . . . . . . . . . . . . . . . . . 106
6.1.4 T-matrix formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.1.5 Interaction equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.1.6 Interactions with a substrate . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.1.7 Symmetries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.1.8 Cluster coefficients and cluster T-matrix . . . . . . . . . . . . . . . . . . . . . 112
6.1.9 Cross-sections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.1.10 Force and torque . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
6.1.11 Far-field expansions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.1.12 Source decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.1.13 Performance of GMMT compared to FDTD . . . . . . . . . . . . . . . . . . . 117

6.2 Simulating the time-evolution of optical matter . . . . . . . . . . . . . . . . . . . . . 118
6.2.1 Independent translational and rotational motion: Langevin dynamics . . . . . 118
6.2.2 The over-damped limit: Brownian dynamics . . . . . . . . . . . . . . . . . . . 120
6.2.3 Hydrodynamic translational and rotational coupling: Stokesian dynamics . . 121
6.2.4 Additional interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

6.A T-matrix evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
6.B Other conventions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.C MiePy: a GMMT Python library . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

A OPTICAL TRAPPING OF ANISOTROPIC PARTICLES . . . . . . . . . . . . . . . . . . 130
A.1 Spinning of spheroidal nanoparticles in circularly polarized beams . . . . . . . . . . . 130
A.2 Dynamics of large nano-plate arrays in a line trap . . . . . . . . . . . . . . . . . . . . 133

B POINT DIPOLE APPROXIMATION AND SIMULATING A MICROSCOPE . . . . . . 135
B.1 Point dipole approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
B.2 Imaging clusters using a simulated microscope . . . . . . . . . . . . . . . . . . . . . . 136

iv



C LIGHT FIELDS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
C.1 Gaussian beams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
C.2 Hermite-Gaussian beams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
C.3 Laguerre-Gaussian beams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
C.4 Vector beams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
C.5 Simulating a spatial light modulator using phase functions . . . . . . . . . . . . . . . 143

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

v



LIST OF FIGURES

2.1 Permittivity and cross-sections of Ag, Au, and Si nanoparticles . . . . . . . . . . . . . . 10
2.2 Optical setup for 2D optical trapping in an inverted microscope . . . . . . . . . . . . . . 13
2.3 Forces and simulated trajectory of a single particle in a Gaussian trap . . . . . . . . . . 15
2.4 Optical binding energy between a pair of paricles . . . . . . . . . . . . . . . . . . . . . . 17
2.5 Two dimensionsal work landscapes for a second particle with different light polarizations 19
2.6 Building an optical matter array one particle at a time . . . . . . . . . . . . . . . . . . . 20
2.7 3D and 2D schematic of optical matter arrays . . . . . . . . . . . . . . . . . . . . . . . . 21
2.8 Optical matter arrays in linearly and circularly polarized light . . . . . . . . . . . . . . . 22
2.9 Emergence of a surface lattice resonance in optical matter arrays . . . . . . . . . . . . . 24
2.10 Stability of optical matters arrays of increasing size . . . . . . . . . . . . . . . . . . . . . 25
2.11 Spin and orbital torque in optical matter . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.1 Asymmetric scattering and non-reciprocal interactions in heterodimers . . . . . . . . . . 29
3.2 Net force acting on an optically bound heterodimer in simulation and experiment . . . . 31
3.3 Trapping potentials for homodimers and heterodimers in focosed and defocused Gaussian

traps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.4 Phase difference of induced dipoles in an optically bound heterodimer . . . . . . . . . . 34
3.5 Optimally trapping a heterodimer using a Gaussian beam defocused at the Rayleigh range 36
3.6 Expulsion of a bound dimer from an optical matter array in experiment and simulation 37
3.7 Expulsion of an intruder particle via non-conservative optical forces . . . . . . . . . . . . 38
3.8 Order parameters in the transitions involved in the intruder escape . . . . . . . . . . . . 40
3.9 Transition path tree for pathways of intruder escape . . . . . . . . . . . . . . . . . . . . 41
3.10 Work curves for the escape of the intruder particle . . . . . . . . . . . . . . . . . . . . . 42
3.11 Segregation of optically trapped nanoparticle mixtures by particle size in experiment and

simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.12 Segregation and confinement parameters at variable phase difference in nanoparticle

mixtures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.13 Segregation of optical matter alloys by material . . . . . . . . . . . . . . . . . . . . . . . 48
3.14 Segregation of optical matter alloys by size and material using the dispersive properties

of metals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.15 Analytic derivation of the net force on a heterodimer . . . . . . . . . . . . . . . . . . . . 50
3.16 Net force on an optically bound bent trimer due to many-body interactions . . . . . . . 53
3.17 Hydrodynamic translation-translation coupling in optical matter systems . . . . . . . . . 55

4.1 Net torque on an optically bound dimer . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.2 Net torque on a dimer at variable separation and incident wavelength . . . . . . . . . . 59
4.3 Positive and negative torque in larger optical matter arrays . . . . . . . . . . . . . . . . 60
4.4 Net torque on a hexagonal optical matter array at variable separation and incident

wavelength . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.5 Designing an optical matter machine using optical spin–orbit conversion . . . . . . . . . 64
4.6 Building an optical matter gear using optical binding forces and collective modes . . . . 66
4.7 Orbital angular momentum scattered by the optical matter gear can be used to do work 68
4.8 Realizing an optical matter machine in experiment and simulation . . . . . . . . . . . . 70
4.9 Realization of an all-dielectric optical matter machine in simulation . . . . . . . . . . . . 72
4.10 Efficiency and ψ6 of optical matter machines as function of beam power . . . . . . . . . 73

vi



4.11 Hydrodynamic rotation-translation coupling in optical matter systems . . . . . . . . . . 75
4.12 Effect of hydrodynamic coupling interactions on the optical matter machine . . . . . . . 76
4.13 Constructing larger optical matter machines and patterned optical matter machines . . 77

5.1 Field intensity and polarization of scalar and vector beams . . . . . . . . . . . . . . . . . 82
5.2 Selection rules in a 200 nm diameter silicon sphere using scalar and vector beams . . . . 83
5.3 Selection rules in a silicon prolate spheroid nanoparticle using scalar and vector beams . 85
5.4 Eigenmodes of the electrodynamic interaction matrix A of a silicon hexagonal optical

matter array . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.5 Selection rules for a silicon hexagonal optical matter array using scalar and vector beams 88
5.6 Maximum eigenvalue of the electrodynamic interaction matrix A at variable lattice

spacing in a silver hexagonal optical matter array . . . . . . . . . . . . . . . . . . . . . . 89
5.7 Visualizing the core-satellite meta-atom in experiment and simulation . . . . . . . . . . 90
5.8 Selection rules for the core-satellite meta-atom with scalar and vector beam illumination 92
5.9 Emergence of optical magnetism in core-satellite meta-atoms with increasing nanoparticle

density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.10 Multipolar interference in core-satellite meta-atoms leads to reduced back-scattering . . 96
5.11 Exciting dark plasmon modes in gold dimers using vector beams in experiment and

simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.12 Selective excitation of electrodynamic anapole modes in silicon spheres using radially

polarized beams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.13 Vector beams and multipolar analysis in the finite-difference time-domain simulation

method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

6.1 Computational performance and accuracy of the generalized multiparticle Mie theory
compared to the finite-difference time-domain method . . . . . . . . . . . . . . . . . . . 118

A.1 Rotational spinning and diffusion of a spheroidal silver nanoparticle . . . . . . . . . . . . 131
A.2 Spinning of spheroidal particles in circularly polarized light in simulation and experiment 133
A.3 Scattering properties of large gold nano-plates . . . . . . . . . . . . . . . . . . . . . . . . 134

B.1 Optical imaging of optical matter arrays in experiment and simulation . . . . . . . . . . 137

C.1 Intensity and phase profiles of focused Gaussian, Hermite-Gaussian, and Laguerre-
Gaussian beams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

vii



LIST OF TABLES

5.1 Electric fields and vector spherical harmonic wavefunction decomposition of scalar and
vector beams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

6.1 Physical description of different entities involved in the vector spherical harmonic wave-
functions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

6.2 List of variables present in optical matter interactions and reasonable values for them. . 124

viii



LIST OF ACRONYMS

BD Brownian Dynamics.

CVB Cylindrical Vector Beam.

FDTD Finite-Difference Time-Domain.

GLMT Generalized Lorenz-Mie Theory.
GMMT Generalized Multiparticle Mie Theory.
GMT Generalized Mie Theory.

HG Hermite-Gaussian.

LD Langevin Dynamics.
LG Laguerre-Gaussian.
LHC Left Handed Circular.

MST Maxwell Stress Tensor.

NA Numerical Aperture.

OAM Orbital Angular Momentum.
OM Optical Matter.

PDA Point-Dipole Approximation.

RHC Right Handed Circular.
RNG Random Number Generator.
RT Rotation-Translation.

SAM Spin Angular Momentum.
SD Stokesian Dynamics.
SDE Stochastic Differential Equation.
SLM Spatial Light Modulator.
SLR Surface Lattice Resonance.

TT Translation-Translation.

VSHW Vector Spherical Harmonic Wavefunctions.

ix



ACKNOWLEDGMENTS

First and foremost, I would like to thank my advisor Norbert Scherer for mentoring me over the

years and introducing me to the fascinating field of plasmonics and optical matter. Norbert has

provided me with many great insights that have helped me steer my research in the right direction.

Norbert’s passion and enthusiasm for my research has kept me motivated and has helped me see the

bigger picture.

I would also like to thank Stephen Gray for co-advising me on the theory and simulation involved

in my work. Stephen has a great and very encompassing knowledge of the scientific field and

literature, and he always provided me with the right books and papers that helped me grow my

knowledge and pursue new research. Any time I had a question, Stephen either had the answer or

he had a reference to pursue the answer in the back of his mind.

Additionally, I would like to thank the members of the Physics Department at the University

of Chicago. Special thanks to David Reed, Stuart Gazes, Putri Kusumo, Zosia Grusberg, and

Amy Schulz for providing me with assistance and advice. I am grateful to my thesis committee for

providing useful feedback and interesting questions about my research.

The Research Computing Center (RCC) at the University of Chicago has been a very useful

resource to me. The RCC’s computing resources have provided me with over a million compute hours

that have made a large number of results and figures in this dissertation possible. Additionally, the

RCC has held many seminars I have attended over the years that have taught me new computational

and programming skills.

All current and former members of the Scherer Lab have had a large impact on my research. I

would like to thank Curtis Peterson, Yuval Yifat, Delphine Coursault, Nishant Sule, Nolan Shepherd,

Uttam Manna, Tiansong Deng, and Zijie Yan for all of the discussions and collaborations we have

had over the years. Many of you worked tirelessly in the lab producing experimental results, and I

have benefited from your hard labor.

Finally, I want to thank my friends, family, and my fiancé Katie. Without you, none of this

would be possible.

x



ABSTRACT

Optical trapping and optical tweezers have been used to confine and control micron and nano-sized

objects based on light–matter interactions. When multiple particles are in a single optical trap,

they interact with one another and form organized arrays referred to as optical matter. Optical

matter is a unique formation of matter in that the interactions between particles are controlled by

an external light source and its properties can be tuned with the properties of light, such as intensity,

polarization, and phase. The persistent flux of the optical field that is inherent to optical matter

provides novel dynamical properties, making optical matter systems inherently non-equilibrium and

creating non-conservative forces and non-reciprocal interactions. As will be shown in this thesis,

these properties can be utilized to build functional materials that do work at the nano-scale.

The role of non-conservative forces acting on a single optically trapped particle has been studied,

but less attention has been given to the role of non-conservative interactions present in optical

matter. We demonstrate that non-conservative interactions give rise to a non-reciprocal net-force in

an optically bound hetero-dimer. More generally, when there are many identical particles forming

an array, a single non-identical intruder particle is expelled from the array due to non-reciprocal

interactions. This principle is used to segregate mixtures of optically trapped nanoparticles by size

and material. We also demonstrate that non-conservative interactions give rise to positive and

negative orbital torques in optical matter arrays. These arrays convert the incident spin angular

momentum of light into scattered outgoing orbital angular momentum. This conversion processes is

used to design a stochastic optical matter machine that utilizes non-conservative driving forces and

Brownian forces for its operation.

A common theme that emerges is the importance of collective electrodynamic excitations in

structured nanoparticle arrays. The selective excitation of different collective scattering modes

is achieved using scalar and cylindrical vector beams. These principles are used to design and

analyze a core-satellite meta-atom that has strong near-field coupling and can support magnetic

modes at optical frequencies. Such meta-atoms are potential building blocks for meta-fluids and

meta-materials. Optical matter and meta-atom systems are efficiently simulated using a developed

generalized Mie theory software that can be coupled to a Langevin equation of motion.

xi



CHAPTER 1

INTRODUCTION

It has long been known that light exerts a force on matter. In 1619, Johnannes Kepler introduced

the idea that comet tails point away from the sun due to radiation pressure from the sun on comet

dust particles. [1] In 1865, James Clerk Maxwell developed the wave theory of light that demonstrated

light carries momentum. [2] In 1900, Pyotr Lebedev confirmed in experiment that light exerts a force

on matter, validating the theory of Maxwell. [3] Since then, optical forces have been the subject

of intense study. At the nanoscale, optical forces on nanoparticles become significant relative to

Brownian fluctuation forces, which has led to the development of optical tweezers.[4, 5]

Optical trapping and optical tweezers have been widely used to trap, manipulate, and control

the position of mesoscopic objects at the micro and nano-scale.[4, 6–9] The incident complex-valued

electric field used to trap particles is given by an intensity, phase, and polarization profile

E(r) = E0(r) exp [iϕ(r)]nE(r) (1.1)

The functional form of this field must satisfy Maxwell’s equations. A particle in this field will feel

intensity, phase, and polarization gradient forces that can be used to confine its position, which can

be done in all three spatial dimensions.

Historically, optically tweezers have been used to trap a single object. However, it is possible to

trap multiple particles in a single optical trap, where the particles will then be interacting with one

another electrodynamically. [9–18] We call this optically trapped collection of interacting particles

optical matter. The concept of optical matter was first introduced by creating a two-dimensional

landscape of optical tweezers[19, 20], which can now be achieved using a spatial light modulator

(SLM) or diffractive optical element (DOE) in the lab. [20–22] This is a form of ”top-down“ assembled

optical matter, since the positions of the particles are determined by the chosen positions of the

incident beams. Instead, when a single, wider optical beam is used to trap multiple particles,

the resulting structures that form are ”bottom-up“ assembled optical matter. In this case, the

electrodynamic interactions dictate the structures that form and determine the driven motion of the

system.

1



Yan et al. have in recent years performed experiments and simulations capable of assembling

optical matter arrays in two-dimensional trapping conditions using the intensity gradient force of

light. [23–26] Optical angular momentum and phase gradient forces can be used to drive optical

matter arrays and non-equilibrium steady-state dynamics can be achieved. [27–32] By changing

the polarization of the light, the geometric structure of optical matter arrays can be altered to

prefer one-dimensional chains or two-dimensional hexagonal packing. [33–35] Thus, by using the

intensity, phase, and polarization of light, the properties of optical matter can be tuned on-demand

by changing the properties of the incident light source in Equation (1.1). This raises the question of

how the properties of light and the resulting light–mater interactions in optical matter can be used

to create functional materials that can perform useful tasks.

An interesting aspect of optical matter systems is that the forces and interactions can have

non-conservative components. This has been demonstrated for a single trapped particle that is

driven in a unidirectional toroidal motion in the presence of thermal fluctuations, which is the

simplest realization of a stochastic machine. [36–38] Yan et al. and Figliozzi et al. have utilizied

these non-conservative forces to create driven optical matter arrays. [39–42] With multiple particles

of dissimilar size or material, the non-conservative interactions can give rise to non-reciprocal

interactions that cause the optical matter to be driven. [43, 44]

Since optical matter is an open system, the mechanical linear momentum of the system need

not be conserved as linear momentum can be freely exchanged with the electromagnetic field.

Consequently, a net force acting on a hetero-dimer was recently predicted to result in a net optical

force,[44] and this non-reciprocal interaction was confirmed in simulation and experiment by Yifat

et al. [45] There, the net force was identified in a plane wave and a ring trap, each of which result

in the directed transport of the hetero-dimer in one or two dimensions. In this published work, I

developed a theory for the dynamics of a hetero-dimer when it is instead confined in two-dimensions

by a Gaussian trap. This is then extended to the case of N identical particles in the presence of a

single intruder particle, where the non-reciprocal interactions lead to the expulsion of the intruder.

Additionally, I considered the case of optically trapped mixtures of nanoparticles, which are novel

dynamical systems where non-reciprocal interactions dominate the dynamical behavior.

The mechanical angular momentum of optical matter also need not be conserved since angular
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momentum can be freely exchanged with the electrodynamic field. Sule et al. recently identified the

positive and negative torque on optically bound dimers in simulation and experiment[46], which

has been extended by Yan et al. to the case of N particle arrays. [35] In this published work, I

developed a theory for positive and negative torque from the perspective of collective electrodynamic

modes and the multipolar analysis of the scattered angular momentum from optical matter arrays.

Using this theory, the collective modes are utilized to trap a probe particle near the optical matter

array that is then angularly transported by driven non-conservative forces. [47] The optical matter

array achieves a counter-rotating non-equilibrium steady-state, which is a realization of a stochastic

machine, i.e. it relies on thermal fluctuations for its operation. Single optically trapped particles have

been demonstrated to form such stochastic machines [36, 38, 48, 49], and this work is an extension

of that to the case of N electrodynamically interacting particles.

To rapidly and accurately simulate the electrodynamic interactions in optical matter, a generalized

Mie theory (GMT) is developed in combination with a Langevin dynamics (LD) integrator. The

finite-difference time-domain (FDTD) method [50] has been used in other work, but the runtime

performance restricts the study of optical matter to short time intervals.[51, 52] The discrete-dipole

approximation (DDA) [53] has also been used to measure optical forces and torque, but it is also

computationally expensive. [54, 55] GMT has been used to simulate photonic clusters before, but the

implementation was limited to plane-wave sources and isotropic particles in the absence of thermal

fluctuations.[43] Anisotropic particles in optical traps have been simulated, but the implementation

was limited to a single particle. [56, 57] In this thesis, I develop a simulation method, GMT-LD,

to solve the interactions for generally anisotropic particles illuminated by an arbitrary beam with

analytic force and torque evaluation. GMT-LD is very efficient and can compute ∼ 1, 000 time-steps

per CPU second, enabling the study of dynamical behavior of optical matter systems on the order of

seconds (dt ∼ 1 µs), which is not feasible using FDTD or DDA.

In chapter 2, the principles of optical trapping and creation of optical matter are introduced.

Intensity and phase gradient optical forces and torques are reviewed, and trapping of a single particle

is demonstrated using the GMT-LD simulations. The optical binding energy between two particles

under different light polarizations (linear, circular, and unpolarized) is used to understand the

formation of larger arrays of optical matter. For two particles, work landscapes are constructed

3



to demonstrate the emergence of non-conservative forces when using circularly polarized light.

The emergence of surface lattice resonances in optical matter arrays due to long range periodic

electrodynamic interactions is shown to increase the stability of optical matter arrays of increasing

size.

In chapter 3, the emergence of a non-reciprocal net-force on a hetero-dimer is demonstrated in

simulation and experiment.[45] These non-reciprical interactions are used to expel a larger “intruder”

particle from an array of smaller particles. A Gaussian beam defocused at the Rayleigh range [58]

is shown to be the optimal beam to trap these asymmetric arrays. In mixtures of nanoparticles,

the non-reciprocal interactions are shown to segregate two or more species of nanoparticles by size

and material. A theoretical model is developed to explain the segregation where the steady-state

behavior of the system is determined by all electric dipoles having the same phase.

In chapter 4, the spin angular momentum (SAM) of light is used to create optical orbital torques

in optical matter arrays. [35, 46] The net torque can be positive or negative in sign, and a theory

for the (positive and negative) scattered orbital angular momentum (OAM) per multipolar mode

of the collective electrodynamic system is developed. An optical matter array is shown to operate

as an SAM–OAM optical converter based on angular momentum selection rules for rotationally

symmetric arrays. This converter is used to construct an optical matter stochastic machine that

uses non-conservative driving forces and Brownian fluctuations for its operation.

In chapter 5, the collective electrodynamic properties of nanoparticles and nanoparticle arrays

are analyzed towards creating a core-satellite meta-atom. Cylindrical vector beams (CVB) are used

to selectively excite families of multipolar modes in the system. A theory for the electrodynamic

coupling strength in nanoparticle arrays is developed using the generalized multiparticle Mie theory.

Core-satellite meta-atoms are realized in experiment and simulation and are shown to demonstrate a

magnetic response at optical frequencies.[59, 60] Additionally, CVBs are used to selectively excite

dark plasmons in gold dimers and electrodynamic anapoles in silicon nano-spheres. [61, 62]

In chapter 6, the efficient simulation of optical matter using generalized multiparticle Mie theory

is discussed. The theory solves the electrodynamic interactions between N particles illuminated by

an arbitrary beam of light, and analytic expressions for the forces and torques are provided. These

forces and torques are used as input to a Brownian, Langevin, or Stokesian dynamics simulation.
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Stokesian dynamics is used to incorporate the hydrodynamic coupling interactions due to fluid flow

around the particles.
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CHAPTER 2

OPTICAL TRAPPING AND OPTICAL MATTER

Optical trapping and optical tweezers have been widely used to trap, manipulate, and control

the position of mesoscopic objects at the micro and nano-scale.[4, 6–8] Optical tweezers use the

force exerted by tightly focused light to create stable trapping conditions in all 3 dimensions for the

trapped object. In addition, the incident light has phase and polarization properties that can affect

the interactions with the trapped particle. For example, using a circularly polarized optical tweezer,

referred to as an ”optical torque wrench“, the trapped object can be made to continuously rotate.

[63, 64]

When a second particle is introduced to the optical trap, the two particles scatter the incident

field and interact with one another electrodynamically. The interaction force is oscillatory as the

separation between the two particles is varied, resulting in attractive and repulsive interaction forces.

For certain separations, the interaction is stabilizing and the two particle form an optically bound

pair, referred to as optical binding. [10, 13, 65, 66] Optical binding interactions can be used to trap

more than two particles and build stable arrays. The resulting arrays are referred to as optical

matter. [11, 19]

This chapter introduces the concepts of optical trapping and optical matter starting with

nanoscale optics and Mie theory. The generalized Mie theory is used to solve the interactions between

particles and determine the optical forces and torques that can be used in a time-stepped Langevin

dynamics simulation. The role of light polarization in optical matter is discussed and how circularly

polarized light can generate non-conservative forces. Increasingly large optical matter arrays are

shown to support collective electrodynamic excitations, known as surface lattice resonances, that

lead to increasingly stable arrays due to long-range optical binding interactions.

2.1 Nanoscale optics and Mie theory

Nanoscale optics operates in a regime where the principles of geometric optics are no longer valid

and the full wave nature of electromagnetic fields is required. We consider time-harmonic fields of
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frequency ω, e.g. the time-dependent electric field is of the form

E(r, t) = Re [E(r) exp(−iωt)] (2.1)

where E(r) is the complex-valued electric field. In this representation, the macroscopic Maxwell’s

equation are [67]

∇×E(r) = iωB(r)

∇×H(r) = −iωD(r) + j(r)

∇ ·D(r) = ρ(r)

∇ ·B(r) = 0

(2.2)

where D(r, ω) = ε0ε(r, ω)E(r, ω) is the electric field displacement and B(r, ω) = µ0µ(r, ω)H(r, ω)

is the magnetic field displacement. With these expressions, we assume any material response is

linear and spatially local, i.e. ε and µ does not depend on the wavevector k. The material response

can generally be temporally dispersive, i.e. ε and µ depend on ω. At visible frequencies, all natural

materials are not magnetic, i.e. µ = 1, so µ will be dropped throughout. The imaginary part of ε is

associated with energy dissipation in the medium.

Optical matter systems consist of a collection of nanoparticles in an arbitrary optical field in an

open, mechanically dissipative medium. The medium (generally water) has a real-valued uniform

permittivity εm. Each nanoparticle has a complex permittivity εi(ω), and we assume that each

particle has no free charge (ρi = 0) and hence no free currents (ji = 0). Maxwell’s equations for the

optical matter system then reduce to a piecewise homogeneous vector Helmholtz equation [67]

(∇2 + k2
i )Ei(r) = 0

(∇2 + k2
i )Hi(r) = 0

(2.3)

where ki =
√
εiω/c is the wavenumber in medium i. Additionally, the boundary conditions for

Maxwell’s equations must be satisfied on every boundary between the surfaces of medium i and
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medium j

n̂× (Ei −Ej) = 0

n̂× (Hi −Hj) = 0

(2.4)

Note that the boundary conditions for the normal field components are automatically satisfied if

Equation (2.3) and Equation (2.4) are satisfied everywhere.

The simplest system to consider is a single spherical particle illuminated by an x-polarized

plane-wave. The solution to Equation (2.3) and Equation (2.4) for this system can be obtained

analytically through the well known Mie theory. [68–70] Mie theory uses the vector spherical harmonic

wavefunctions (VSHW) N (J)
pnm(r, ω), which are the eigenfunctions of the Helmholtz operator (∇2+k2).

J can be 1 or 2 for propagating and counter-propagating solutions or 3 or 4 for spherically outgoing

and ingoing solutions; the p index is 0 for electric modes or 1 for magnetic modes; the n index is a

positive integer for the order of the mode (1 is dipole, 2 is quadrupole, 3 is octupole, etc.); the m

index ranges from −n to n and quantifies the angular momentum of the mode. Mie theory then

provides the analytically exact solution for the scattered field (Escat) and internal field (Eint)

Escat(r) =
∞∑
n=1

En(ianN
(3)
0n1 − bnN

(3)
1n1) (2.5)

Eint(r) =
∞∑
n=1

En(cnN
(1)
0n1 − idnN

(1)
1n1) (2.6)

where an, bn, cn, and dn are the Mie coefficients that have analytically exact expressions and En is

a normalization factor. [69] Similar expressions exist for the magnetic field H.

Mie theory has been generalized to more complex scenarios in several ways since its discovery.

The generalized Lorenz-Mie theory (GLMT) extends the solution to an arbitrary incident source by

decomposing the incident wave into VSHW functions. [71–73] The generalized multiparticle Mie

theory (GMMT) extends the solution to multiple particles using the translation addition theorm for

the VSHW functions. [74, 75] The T-matrix method extends the solution to non-spherical particles

by numerically solving the boundary condition for more complex geometries. [76, 77] Additionally, a

planar surface can be incorporated by matching the boundary condition on its surface using a plane

8



wave decomposition. [78] Taken together, we refer to the combination of these generalizations as

generalized Mie theory (GMT). The full theory of GMT, including its software implementation, is

covered in Chapter 6.

In optical matter, we will often make use of metal nanoparticles, such as silver or gold. Light’s

interaction with these metals is dominated by the motion of free conduction band electrons in the

nanoparticle. The free electrons oscillate about 180◦ out-of-phase with the incident field, causing

the permittivity to be negative and the surface to be highly reflective. For finite-sized particles, the

electron gas can have surface and volume charge density oscillations that lead to what is known as

plasmon resonances. [67, 79] In the Drude-Sommerfield model for the electron gas, the complex

permittivity of the metal is [67]

ε(ω) = 1− ωp
ω2 + iωγ

(2.7)

where ωp is the plasma frequency and γ is the electron damping term. More generally, we can

account for the possible interband transitions using a Drude-Lorentz model [67]

ε(ω) = ε∞ +
∑
n

σnω
2
n

ω2
n − ω2 − iωγn

(2.8)

where σn is the strength of each pole.

Equation (2.8) can be used as a model where the coefficients are fit with experimental measure-

ments of ε(ω). Figure 2.1 shows the experimentally measured permittivity of silver and gold from

Johnson and Christy. [80] For comparison, a dielectric material (Si) is shown that has an index of

refraction n ≈ 3.7. Gold has a larger imaginary part to its permittivity than silver or silicon and

consequently suffers more absorption and subsequent thermal losses.

For each of these 3 materials, Figure 2.1 shows the scattering and absorption cross-sections for a

150 nm diameter nanoparticle in water. The cross-sections are obtained analytically from the Mie
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Figure 2.1: Electromagnetic excitation of different nanoparticles. (top) Permittivity (real and
imaginary) as a function of wavelength for silver, gold, and silicon. (middle) Cross-sections (scattering
and absorption) of a nanoparticle of diamter 150 nm as a function of wavelength for the same materials.
(bottom) Cross-sections per multipolar mode for the same particles calculated using Mie theory.

coefficients of the particle

Cscat =
2π

k2

∞∑
n=1

(2n+ 1)(|an|2 + |bn|2) (2.9)

Cext =
2π

k2

∞∑
n=1

(2n+ 1)Re(an + bn) (2.10)

Cabs = Cext − Cscat (2.11)

All three particles have resonances at visible frequencies (silver and gold have plasmon resonances

while silicon has a Mie resonance). Figure 2.1 reveals the multipolar character of these resonances

for each particle. The Ag and Au nanoparticles are dominated by electric dipole radiation; at
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shorter wavelengths, the Ag particle has an emerging electric quadrupole mode while for the Au

particle the electric dipole is diminished by increasing absorption due to interband transitions. The

silicon nanoparticle has both electric and magnetic dipole radiation at visible wavelengths; at shorter

wavelengths a magnetic quadrupole resonance emerges. These silicon nanoparticles have sharper

resonances than their plasmonic counterparts and can generally support magnetic modes.

2.2 Optical forces and optical tweezers in 2D

An optical matter system must conserve the total linear momentum of the system, which includes

both particle momentum and electromagnetic field momentum. The Maxwell stress tensor (MST),
↔
T , measures the rate of electromagnetic field momentum density transfer at a point

↔
T = ε0εmE ⊗E + µ0H ⊗H −

1

2
(ε0εmE

2 + µ0H
2)
↔
I (2.12)

By conservation of linear momentum, the amount of (time-averaged) field momentum exiting a

closed surface S surrounding a particle must be equal to the mechanical (time-averaged) force on

the particle

〈F 〉 =

∫
S
〈
↔
T 〉 · dS (2.13)

In GMT, the MST can be integrated analytically over the VSHW incident and scattering wavefunc-

tions. The complete force expressions are given in Section 6.1.10.

A simplified force equation can be obtained in the Rayleigh approximation where a particle is

approximated as a point dipole source. Consider a general optical field with position-dependent

amplitude, E0(r), position-dependent phase, ϕ(r), and a globally constant polarization vector, nE .

The field is then

E = E0(r)eiϕ(r)nE (2.14)

The induced dipole moment in the particle is given from the particle’s polarizability and the local

field

p = α(ω)E(r) (2.15)
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where α is the complex polarizability α = α′ + iα′′. The cycle-averaged force acting on the point

dipole particle can be obtained by analytically integrating the MST over the incident and scattered

fields produced by the dipole [67]

〈F 〉 =
α′

4
∇E2

0 +
α′′

2
E2

0∇ϕ (2.16)

The first term in Equation (2.16) is referred to as the intensity gradient force, and the second term is

referred to as the phase gradient force. For a particle in a plane-wave, the intensity gradient vanishes

and the phase gradient is along the direction of propagation, k, and is therefor responsible for the

radiation pressure acting on the particle. For a particle in a Gaussian beam, the intensity gradient

force is non-vanishing and can be used to trap the particle, with forces directed towards the focus of

the beam. If the numerical aperture (NA) of the beam is sufficiently high, the intensity gradient

in the −k direction can be stronger than the radiation pressure, resulting in stable trapping in all

three dimensions. We call this optical trapping, and the tightly focused (high NA) beam used to

trap a single particle an optical tweezer. Optical tweezers have been used to precisely control the

position of micro and nano-scale sized objects. [7]

For a Gaussian beam of any polarization, the incident field intensity and phase are

I = E2
0

w2
0

w(z)2
exp(−2ρ2/w(z)2) (2.17)

ϕ = kz +
kρ2

2R(z)
− ψ(z) (2.18)

where R(z) is the beam’s radius of curvature, w0 is the beam waist, w(z) is the evolving beam width,

and ψ(z) is the Gouy phase. The lateral optical forces are due to intensity and phase gradients, ∇ρI

and ∇ρϕ, which results in the following expression for the total lateral force on a single particle

trapped in a Gaussian beam using Equation (2.16)

F = −ρ̂ρE2
0

w2
0

w(z)2
exp(−2ρ2/w(z)2)

[
α′

w(z)2
− kα′′

2R(z)

]
(2.19)

The first term in brackets is due to the intensity gradient and is always radially inward. The second
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term in brackets is due to the phase gradient and can be attractive or repulsive depending on the

sign of the radius of curvature. For z > 0, R(z) > 0 and the phase gradient term is repulsive,

i.e. a diverging beam is less stable than a focused beam. For z < 0, R(z) < 0 and the phase

gradient is attractive. Whether this increases the trap stability depends on the phase of the particle’s

polarizability α. The intensity gradient force (proportional to the real part of α) is weakened due to

the evolving beam width, while the phase gradient force (proportional to the imaginary part of α)

increases.

For small displacements from the center of the beam (ρ� 1), the optical force becomes harmonic,

F = −kρ, where the trap stiffness, k, is

k =
E2

0w
2
0

w(z)2

[
α′

w(z)2
− kα′′

2R(z)

]
(2.20)

SLM
laser

glass
water

obj.

BA

Gaussian 
beam

NP

d

Figure 2.2: Optical setup for 2D optical trapping in an inverted microscope. A Gaussian laser
source is modulated by an SLM and focused by a water objective onto a sample plane near the
glass–water interface. A nanoparticle can become trapped at the center of this beam a distance d
away from the interface. The value of d is determined by a balance between the light’s radiation
pressure and the electrostatic repulsion from the charged interface.

For many applications, having such a tightly focused (high NA) beam may not be desirable
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and thus trapping in the z-direction cannot be obtained. An alternative approach is to trap in

the z-direction using a balance of forces between radiation pressure and screened double-layer

electrostatics at a glass-water interface. [41] The total force in the z-direction is

Fz =
α′′

2
E2

0k − C exp [(z − a)/λD] (2.21)

where a is the radius of the particle, λD is the Debye (screening) length of the medium, and C is

constant that depends on the dielectric properties of the medium and the surface charge potentials

of the particle and glass-water interface. The full expression for C is provided in Section 6.2.4. The

particle reaches a zero force condition when

z = a− λD log

(
α′′E2

0k

2C

)
(2.22)

When α′′E2
0k > 2C, the particle is pushed against the surface.

Figure 2.2 shows a simplified picture of the optics to create such a two-dimensional trapping

condition. A Gaussian laser source, optionally phase-modulated by a spatial light modulator (SLM),

is focused by a water objective towards the glass-water interface, where the water contains a prepared

sample of (electrically charged) nanoparticles. A nanoparticle in the water is pushed in by the

radiation pressure of the beam to the top water–glass interface, but stops short of colliding due to

the electrostatic repulsion between the charged ligands on the NP’s surface and the charged glass

interface. [81] The potential energy of the trapped NP along the z-direction depends on the power

of the incident beam; as the power increases, the stable plane at z = d moves towards the interface

according to Equation (2.22). For a Gaussian beam with power P = 1W and width w0 = 1500 nm,

the radiation pressure overcomes the electrostatics and causes the NP to stick to the surface of the

glass.

In such an optical setup, the z positions of the particles are effectively constrained to z = d. Forces

in the x and y directions will only come from optical fields and Brownian motion. Thus, we have

an optical trapping environment that works for lower NA beams in two dimensions. Figure 2.3(a)

shows the electric field of a y-polarized Gaussian beam used for trapping; the forces due to this

optical trap acting on a silver nanoparticle in the xy plane is shown in Figure 2.3(b). These optical
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(a) (c)

(b)

Figure 2.3: Trapping using a single particle optical tweezer setup. (a) Electric field intensity for
a y-polarized Gaussian optical trap. (b) The forces acting on a 150 nm diamter Ag nanoparticle
in a Gaussian beam trap (w0 = 1500 nm, P = 50mW). (c) A single particle trajectory in the trap
obtained from a Langevin dynamics simulation (T = 300K, dt = 5 µs, tf = 250ms).

forces can then be used in a Langevin equation of motion for the particle that takes into account

the drag on the particle due to fluid flow and thermal fluctuation forces. Figure 2.3(c) shows the

trajectory and stable optical trapping of the silver nanoparticle.

There are three global polarization states nE for the incident beam of interest. For linear

polarization, nE is a real valued two-dimensional vector along the direction of polarization. For

circular polarization, nE = 1√
2
(x̂ ± ŷ), where + is taken for right-handed polarized light and −

is taken for left-handed polarized light. Elliptical polarization is any combination of linear and

circular polarized light. Unpolaralized light is a special case where we assume the fields have spatial

coherence while having no temporal coherence. The forces on particles in unpolarized light are

obtained by adding the forces for x and y-polarized light (as opposed to adding the fields, which

would result in light polarized at 45◦)

F unpol =
1

2
(F x-pol + F y-pol) (2.23)
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2.3 Dynamics of a dimer pair: optical binding

The example in Figure 2.3 has a single trapped nanoparticle. If instead there are N particles

trapped in the beam, all mutually interacting with one another, we call the resulting cluster of

interacting particles optical matter. In addition to the intensity and phase gradient of the incident

light in Equation (2.16), there will now be additional field gradient forces due to the light scattered

by each particle. Interactions in optical matter are generally N -body forces – the light continues to

scatter and re-scatter in a way that cannot be represented as pair-wise forces.

To understand optical matter, we first consider the case of two interacting particles. If two

particles are placed in a linearly polarized plane wave, there will be no direct intensity or phase

gradient forces in the lateral plane of the form Equation (2.16). However, the light scattered by one

particle will produce a field that has intensity and phase gradients at the second particle. This leads

to optical forces in the lateral plane even though the incident light is uniform. Consider a particle at

the origin and a second particle at polar coordinates (r, φ). The total field at the second particle, to

first-order scattering, is a superposition of incident and scattered fields

Etotal = Einc +Escat = E0x̂−
k2αE0

4πε0εmr
sin(φ) exp(ikr)φ̂ (2.24)

The resulting phase and intensity of the total field are

ϕ = kr (2.25)

I = |E|2 = E2
0 +

(
k2αE0

4πε0εmr

)2

sin2 φ+
k2αE2

0

2πε0εmr
sin(φ) cos(kr) (2.26)

There are both intensity and phase gradients of the combined field that result in lateral forces on

a second particle. The magnitude of these gradient forces increases with the polarizability of the

particle because more polarizable particles generate more interference with the incident wave. For

this reason, highly polarizable particles with large scattering cross-sections – such as plasmonic

particles (Ag and Au) that have plasmon resonances or high-index dielectric particles (Si) that have

Mie resonances – are ideal for constructing optical matter.

Figure 2.4 shows the optical binding energy of two silver nanoparticles in a plane-wave and
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Figure 2.4: Optical binding energy between a pair of 150 nm diameter Ag nanoparticles in a plane
wave and a Gaussian beam (w0 = 1500 nm) in units of kBT (T = 300K). In the plane wave, the
energy is a minimum at integer multiples of the wavelength (in water). In the Gaussian beam,
additional energy is required to pull the particles out of the trap.

a Gaussian beam. For a plane wave, the binding energy is a minima at integer multiples of the

wavelength in water, and the binding energy weakens as 1/r. Additionally, the particles can form

an electrodynamically bound dimer pair as the surface-to-surface distance goes to zero and the

electrodynamic interaction becomes attractive. If instead the particles are in a Gaussian beam, there

is additional work required to pull the particles apart as work has to be done against the intensity

gradient forces present in the beam. The Gaussian beam makes the first optical binding separation

(r = λw) significantly more favorable than the subsequent optical binding separations.

The point dipole approximation can be used to explicitly construct the force on a dimer pair.

[65] In the far-field limit (kr � 1), the binding force (Fr) and azimuthal force (Fφ) for two particles

in linearly polarized light is given by

Fr =
|α|2|E0|2k2

8πεmε0r2

[
kr(cos2 φ− 1) sin(kr) + 2(2 cos2 φ− 1) cos(kr)

]
(2.27)

Fφ =
|α|2|E0|2k2

8πεmε0r2
sin(2φ) cos(kr) (2.28)

where r is the center-to-center distance and φ is the angle of the dimer relative to the incident
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polarization. The azimuthal force exerts a torque on the dimer that tends to align the dimer along a

direction perpendicular to the incident polarization (φ = π/2), where the azimuthal force vanishes.

For this stable orientation, the optical binding force becomes

Fr =
|α|2|E0|2k3

8πεmε0r
sin(kr) +O

(
1

r2

)
(2.29)

The optical binding energy is then

Ur = −
∫ r′

∞
Fr′dr

′ ≈ −|α|
2|E0|2k2

8πεmε0r2
cos(kr) +O

(
1

r3

)
(2.30)

The binding energy is a minimum when kr = 2πn, where n = 1, 2, 3 . . ., resulting in stable binding

at distances rn = nλm. We refer to these stable binding separations as first optical binding site,

second optical binding site, etc. The energy of each optical binding site decreases as n increases. The

wavelength of the light in the medium defines the length scale of the optical binding interaction.

In unpolarized light, the azimuthal force vanishes and the binding energy remains the same. A

dimer in unpolarized light will be bound, but have no preferred orientation and its angular dynamics

are diffusive. In circularly polarized light, the azimuthal force instead results in a net torque acting

on the dimer while the binding energy remains the same. A dimer in circularly polarized light will

be bound and azimuthally driven by this net torque.

2.4 Conservative and non-conservative force fields

In Figure 2.2, we calculated the energy of the particle along the z-coordinate, and in Figure 2.4

we calculated the energy of an optically bound pair and approximated the energy in Equation (2.30).

However, the energy is only well-defined if the force-fields are conservative, i.e. if ∇×F = 0. This is

generally not true in optics and optical matter, as can be seen by taking the curl of Equation (2.16)

∇× F =
α′′

2
∇× (E2

0∇ϕ) 6= 0 (2.31)

The curl of the intensity gradient term vanishes, but the curl of the phase gradient term is generally

non-zero. Consequently, the work required to move a particle around a closed loop is generally
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non-zero and path-dependent.

As the simplest example, consider one particle fixed at the origin, and a second particle that is

moved in the resulting optical force field. For any point r of the second particle, we can construct

some pathway from a reference point r0 to calculate the work required to get there

W (r) = −
∫ r

r0

F · dS (2.32)

where S is some pathway connecting r0 and r.

Figure 2.5: Two-dimensional work landscapes for a second particle (R = 75 nm) illuminated by
a plane wave in the presence of a particle fixed at the origin for 3 different light polarizations:
x-polarized (left), unpolarized (center), and right handed circularly (RHC) polarized (right). The
work curve is discontinuous and path-dependent for RHC polarized light (path taken shown by
dashed lined). The wavelength of light in the water medium (n = 1.33) is λw = 600 nm.

Figure 2.5 shows the two-dimensional work function, W (r), along a specified path for 3 different

incident light polarizations (x-polarized, unpolarized and RHC polarized). The reference point is

chosen to be r0 = (x0, 0), and the path S is chosen to be a counter-clockwise semi-circle followed by

a radial path to the final point r, resulting in the following work

W (φ, ρ) = −
∫ φ

0
Fφ(φ′, ρ = x0)dφ′ −

∫ ρ

x0

Fρ(φ = φ, ρ′)dρ′ (2.33)

For x-polarized light, the work profile can effectively be thought of as a potential energy surface, as

has been done earlier by Yan et al. [25] There are energy minima at the optical binding site along

the y-direction, and a near-field minimum for contact along the x-direction. For unpolarized light,

the work profile can again be thought of as a potential energy surface, now with radial symmetry.
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Optical binding separations and near-field coupling are present without any preferred orientation.

For circularly polarized light, the work profile is clearly non-conservative due to the discontinuity

along y = 0 and thus an energy surface cannot be constructed. The work profile has the same

radial symmetry as unpolarized light, but with a constant work gradient in the azimuthal direction.

Consequently, a second particle placed at any of the optical binding sites will be azimuthally driven

with the same handedness as the incident light.

Non-conservative optical forces for a single particle in optical tweezers have been observed. [36,

48, 82] When the optically trapped particle fluctuates away from the center of the trap, it experiences

so-called spin-curl forces that bias its motion with a particular handedness in a toroidal motion.

This is the simplest realization of a stochastic optical matter machine: a system capable of doing

work in a closed loop due to thermal fluctuations and driven by non-conservative optical forces.

2.5 Building and simulating optical matter arrays

The optical binding interaction of two particles can be used to build larger optical matter arrays.

The total electric field is a sum of the incident field and the scattered fields from every particle. The

resulting field intensity is

I(x, y) = |E(x, y)|2 =

∣∣∣∣∣Einc(x, y) +
∑
i

Escat
i (x, y)

∣∣∣∣∣
2

(2.34)

Figure 2.6 shows the field intensity outside an optical matter array as it’s built particle by particle

in a circularly polarized plane-wave.

Figure 2.6: The electric field intensity around optical matter arrays consisting of 1 to 6 Ag
nanoparticles. The arrays are illuminated by a RHC polarized plane-wave. An additional particle
is attracted to regions of high field intensity; each panel shows an example of where an additional
particle might go as the array is built.
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When a particle is added to an existing array, it feels strong intensity gradient forces due to the

interference of the incident and scattered fields. For a given optical intensity landscape I(x, y), the

force field is proportional to the gradient of the intensity, F (x, y) ∝∇I(x, y). Consequently, new

particles are attracted to regions of maximum field intensity. In Figure 2.6, particles are added to

such maximum intensity regions. For circularly polarized light, the interference patters are such that

optical matter typically form hexagonal arrays. In principle, optical matter arrays of any size (any

number of particles) can be constructed provided the incident light has sufficient power density over

the extent of the array.

To simulate the dynamics of optical matter arrays, consider N particles in an optical field near a

glass–water interface. Figure 2.7 shows 2D and 3D schematics of the optical matter arrays. Using

GMT, the interactions of the particles with each other and the interface can be solved for. For each

nanoparticle, the force acting on it is calculated by integrating the Maxwell stress tensor. The forces

Figure 2.7: Schematics of optical matter assembly. (left) 3D schematic of a 7 nanoparticle optical
matter array trapped and assembled in a Gaussian beam near a glass–water interface. (right) 2D
projection of the optical matter array from a side view. For each nanoparticle, the optical force is
calculated by integrating the Maxwell stress tensor around it.

can be inserted into a Langevin equation of motion to obtain a simulated trajectory of the optical

matter array
inertia︷ ︸︸ ︷

mi
dvi(t)

dt
=

friction︷ ︸︸ ︷
−Γivi(t) +

noise︷ ︸︸ ︷
αiηi(t) +

electrodynamic︷ ︸︸ ︷
Fi(t) (2.35)

The Langevin equation of motion accounts for the inertia of the particles, the frictional force due
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to the fluid medium, Brownian noise fluctuation forces from the thermal bath, and the driving

electrodynamic forces. A full description of the theory and computation of the dynamics, including

rotational motion and hydrodynamic coupling interactions, is in Section 6.2.

2.6 Polarization of light controls structure formation

0 2
x ( m)

2

1

0

1

y 
(

m
)

FWHM

y-polarized

0 2
x ( m)

FWHM

rhc-polarized

Figure 2.8: Array formation of optical matter in different field polarizations. (left) 19 nanoparticles
(150 nm diameter Ag) in a y-polarized Gaussian trap. The particles prefer to form chains elongated
along the x-axis (perpendicular to the polarization). (right) 19 nanoparticles in a rhc-polarized
Gaussian trap. The particles prefer to form hexagonal arrays.

When there are many nanoparticles in the beam, they will form lattices of some geometry with a

lattice spacing governed by the wavelength of light. If the incident light is linearly polarized, the

particles prefer to form chains perpendicular to the direction of polarization, as shown in Figure 2.8(a).

If the incident light is circularly polarized, the particles prefer to form a hexagonal lattice, as shown

in Figure 2.8(b). The reason for this is the rotational symmetry of the incident light field: linear

polarization breaks the xy symmetry, while circular polarization preserves it. The intensity of the
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scattered field from a particle for each incident polarization is

|Ex|2 =

(
ε0εmαE0

4πr

)2

sin2(φ) (2.36)

|Ey|2 =

(
ε0εmαE0

4πr

)2

cos2(φ) (2.37)

|Erhc|2 = |Elhc|2 = |Eunpol| =
(
ε0εmαE0

4πr

)2

(2.38)

x-polarized and y-polarized light have a φ dependence in their in-plane scattering. RHC, LHC, and

unpolarized light all have uniform scattering intensity independent of φ. The difference between

them is that unpolarized light carries no angular momentum while RHC and LHC polarized light

carries ±~ω units of spin angular momentum per photon.

The formation of chains in optical matter formed by linearly polarized behavior is consistent

with experiments and simulations performed by Yan et al. [34]

2.7 Surface lattice resonances: collective modes

As more particles are added to an optical matter system, the resulting array becomes increasingly

strongly coupled due to the long range interaction of optical binding (Equation (2.30)). These larger

arrays can support surface lattice resonances (SLR): narrow spectral modes that propagate along

the lattice with minimal loss. [83–86] For a hexagonal lattice, the resonance wavelength of the SLR

satisfies the following (approximate) relation [84]

λSLRij = δ

[
4

3
(i2 + ij + j2)

]−1/2
(

ε(λSLRij )εm

ε(λSLRij ) + εm

)1/2

(2.39)

where i and j are integers that determine different SLR resonances in the lattice.

Figure 2.9 shows the emergence of a collective scattering mode at the expense of the single

particle resonance. As more particles are added, this collective mode becomes spectrally more narrow.

This collective mode results in field enhancements (|Etotal|/|Einc|) outside the array up to a factor of

2. These intensity hot-spots are attractive regions for additional particles due to intensity gradient

forces. As the array gets larger, the field enhancement continues to increase, and the binding energy
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increases.
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Figure 2.9: Emergence of a surface lattice resonance in optical matter arrays. (left) Field
enhancement around 19 Ag nanoparticles (R = 75 nm) in a hexagonal lattice (δ = 600 nm) illuminated
by a rhc-polarized plane wave (λ = 755 nm, nb = 1.33). (right) Scattering spectra of arrays composed
of 1–19 particles, normalized by the single particle spectra. The single particle Mie resonance
diminishes in favor of a red-shifted collective surface lattice resonance at λ = 755 nm.

To quantify the stability and order of larger optical matter arrays, we consider three approaches:

(1) linear stability analysis, (2) the ψ6 order parameter, and (3) calculating − logPDF as a type of

energy.

In linear stability analysis, one first determines the equilibrated array by performing gradient

descent until the forces vanish (possibly in a translating and rotating reference frame). Then a force

matrix, Kij , is constructed by measuring force gradients due to small displacements, εj , of every

particle [43]

fi = Kijεj (2.40)

The force matrix can be diagonalized to construct eigenmodes with complex eigenvalues ki. The real

part of ki measures the stability (negative is restoring, positive is unstable), while the imaginary

part measures the non-conservative component of the eigenmode’s motion. Figure 2.10(a) shows the

real part of the eigenvalues for increasingly larger arrays up to 169 particles (7 layers in hexagonal

packing) illuminated by a plane-wave. The average ki continues to decrease linearly with the number

of layers, demonstrating the increased stability of the array’s eigenmodes as the array gets larger.

The ψ6 order parameter measures the 6-fold hexagonal order of a two-dimensional collection of
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D D

Figure 2.10: Stability of optical matter containing 1 to 7 layers of nanoparticles (7 to 169 particles).
(a) Eigenvalues (real part) of the force constant matrix at equilibrium positions. (b) ψ6 over a
thermal trajectory (T = 300K). (c) Average displacement of particles from equilibrium position in
thermal trajectory (PDF = probability distribution function). (d) Nearest neighbor separations in
thermal trajectory. The dashed-line shows the minimum of the − log(PDF).

particles

ψ6(t) =

∣∣∣∣∣∣ 1

N

∑
i

∑
j∈neighbors

1

Nj
exp[6iθij(t)]

∣∣∣∣∣∣ (2.41)

where N is the total number of particles, θij is the relative angle between particles i and j, and Nj

is the number of neighbor particles around particle j. ψ6 ranges from 0 (no hexagonal order) to 1

(perfect hexagonal order). Figure 2.10(b) shows ψ6(t) over a thermal trajectory. As more layers are

added to the array, ψ6 approaches unity, demonstrating the increased order of the array.

Lastly, the stability of arrays can be assessed by calculating probability density functions (PDF).

The equilibrium coordinates reqi of the particles can be obtained by gradient descent and switching

to a translated and rotating reference frame such that the array does not move or rotate. Deviations

from the equilibrium, εi(t) = |ri(t)− reqi |, can be binned over a long trajectory to obtain a PDF,
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which can be converted to an effective energy U = −kT log(PDF). Figure 2.10(c) shows U increases

with more layers in the array.

A PDF can also be constructed for the first optical binding interaction. By binning nearest

neighbor separations over a thermal trajectory, a similar effective energy can be constructed.

Figure 2.10(d) shows U for binding becomes stronger with more layers. Additionaly, the optical

binding distance is seen to become larger as more particles are added. While for two particle the

optical binding distance is 600 nm (λw = 600 nm), for 169 particles the optical binding distance

shifts to 670 nm: the array stretches with more particles.

The increasing stability of optical matter arrays shown here is consistent with recent work

performed by Yan et al. [87]

2.8 Optical torques: spin and orbital angular momentum

In addition to optical forces, light exerts a torque on matter when it is circularly polarized. [88]

The total angular momentum of the optical matter system is conserved, and the mechanical torque

acting on a particle is given by the MST

〈T 〉 =

∫
S
〈r ×

↔
T 〉 · dS (2.42)

When integrated over a single particle, Equation (2.42) gives the spin torque acting on the particle.

Exact expressions for the spin torque in GMT are in Chapter 6. Figure 2.11 shows the spin torque

for 3 different particle types in a circularly polarized plane-wave.

Additionally, light can carry orbital angular momentum (OAM). From the perspective of the

Maxwell stress tensor, this angular momentum is due to the optical force calculated in Equation (2.42)

that results in an orbital torque r × F . Incident light fields, such as Laguerre-Gaussian beams, can

carry OAM that can be imparted on particles. Figure 2.11 shows the orbital force and phase profile

of an LG beam with a topological charge l = 5. This shows that the orbital torque is due to the

phase-gradient forces.

In Chapter 4, we will discuss how the spin angular momentum of light can exert an orbital torque

on optical matter. Consequently, even when the incident light does not carry OAM, optical matter
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Figure 2.11: Spin and orbital torque in optical matter. (left) Spin torque on 3 different types of
150 nm diameter nanoparticles as a function of wavelength in a rhc-polarized plane wave (nb = 1.33).
(middle) Orbital forces acting on a Ag nanoparticle in an l = 5 Laguerre-Gaussian beam. (right)
Phase profile of the Laguerre-Gaussian beam in the xy-plane indicating five 2π phase sifts around a
closed circular path.

arrays can scatter light that does carry OAM. This principle leads to novel physical behavior and

applications such as optical negative torque and the creation of optical matter stochastic machines.
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CHAPTER 3

NON-CONSERVATIVE DYNAMICS AND LINEAR MOMENTUM:

REARRANGING OPTICAL MATTER ARRAYS

Optical matter systems are open systems, therefore the mechanical energy and momentum of the

nanoparticles need not be conserved. There is mechanical momentum in the nanoparticle motion

and there is field momentum in the electromagnetic field. The total linear momentum of the optical

matter system is [89]

Ptotal = Pmech + Pfield =
∑
i

mivi + ε0

∫
V
E(r, ω)×H(r, ω)d3r (3.1)

where the integral occurs over all of space. If we are only looking at the motion of the nanoparticles,

Pmech is not generally conserved as momentum can flow to and from the field. Consequently, there

are cases where Newton’s third law (action equals reaction) appears to be violated. From the

perspective of Newton’s laws of motion, the particle interactions are non-reciprocal. [90]

In this chapter, we explore the effects of such non-reciprocal forces in optical matter systems.

The simplest system that exhibits a non-reciprocal force is a heterodimer (two particles of dissimilar

size and/or material), which is demonstrated to be driven in a ring trap. A generalization is that

the phase of the light scattered between electrodynamically interacting particles can result in non-

reciprocal forces. [32] A more complex system is that of N identical particles plus a single dissimilar

“intruder” particle, where the non-reciprocal forces expel the intruder to the outside. Lastly, we

consider a mixture of nanoparticles composed of two or more different species of nanoparticles. This

non-reciprocal system is shown to rearrange and phase separate under the appropriate selected

trapping conditions.

In Appendix 3.A, a derivation for the net force acting on an optically bound heterodimer is

derived. Appendix 3.B demonstrates how to simulate a bound near-field dimer using the generalized

Mie theory. In Appendix 3.C, a novel many-body mechanism of creating non-reciprocal forces is

demonstrated due to many-body electrodynamic interactions in a bent trimer. Consequently, N

particles in a l = 0 ring trap are shown to be driven around the ring solely due to this many-body

force. In Appendix 3.D, the effects of hydrodynamic translation-translation (TT) coupling in driven
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optical matter is discussed.

This chapter is based, in part, on a publication on non-reciprocal forces in optical matter realized

in simulation and experiment. [45]

3.1 Net force on an optically bound heterodimer

In order to have a net force on a dimer, the reflection symmetry of the optical matter system has

to be broken. This can be done in one of three ways: (i) particles of different sizes, (ii) particles

of different material, or (iii) different properties of the incident field at each nanoparticle. The

third method can be obtained easily by taking a homodimer (identical particles) oriented along the

k-vector of a plane-wave. If the particles are separated by a distance d, the fields at each particle is

different by a phase ∆Φ = kd and results in a net force along the direction of propagation. This

force is acting in addition to the radiation pressure on each particle.

e) f)

g) h)

Figure 3.1: Asymmetric scattering and non-reciprocal interactions in heterodimers. (a-d) Force
diagrams for a homodimer (a,b) and a heterodimer (c,d) at stable and unstable interparticle
separations. The interactions are non-reciprocal in the heterodimer; a net force acts in the +x
direction at stable separations and the −x direction at unstable separations. (e-h) Far-field angular
scattering distributions of a homodimer and heterodimer at interparticle separations of λ (stable) and
3λ/2 (unstable). The homodimer has symmetric scattering while the heterodimer has asymmetric
scattering.

If we suppose that the field is uniform in the plane lateral to its propagation, a lateral net force

is obtained by changing the size or material of one of the particles. This net force has been predicted

for size disparity [91] and material disparity. [44] As an example, we take the case of a RNP = 75 nm
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Ag particle and a RNP = 100 nm Ag particle illuminated by a circularly polarized plane-wave.

Figure 3.2(a-d) shows example force diagrams for this heterodimer compared to a homodimer (both

particles with RNP = 75 nm) at stable (d = λw) and unstable (d = 3λw/2) separations. For the

heterodimer, action does not equal reaction, and consquently there is a net force acting on the

heterodimer.

For each of the four dimers shown in Figure 3.2(a-d), Figure 3.2(e-h) shows the far-field angular

distribution of the x-momentum integrated over θ

Sx(φ) =

∫ π

0
Sx(θ, φ)r2 sin(θ)dθ =

∫ π

0
r̂ · x̂|E(θ, φ)|2r2 sin(θ)dθ (3.2)

The homodimer has symmetric scattering at all interparticle separations and there is no net force

acting on it. On the other hand, the heterodimer has asymmetric scattering that is dependent on

interparticle separation that results in a net force on the heterodimer. When d = λw, the field has

more momentum propagating in the −x direction than the +x direction, and by conservation of

momentum there is a net force acting on the dimer. When d = 3λw/2 (an unstable separation), the

direction of momentum flow switches towards the +x direction and causes a net force in the −x

direction.

Figure 3.2(a) shows the net force (F2x + F1x) and force difference (F2x − F1x) as a function of d,

the separation, for a heterodimer and homodimer. When the force difference is zero with negative

slope, that separation is stable. We see that for a heterodimer, net force and force difference are

oscillating roughly π/2 out of phase with each other, so that the net force is a maximum at stable

separations and a minimum at unstable separations.

The net force on a heterodimer was observed in an experiment where two particles were trapped

in a circularly polarized l = 0 ring trap (the incident light carries no OAM). The field creates a

quasi-1D system where each particle’s position is characterized by a fixed radius R of the ring and

their angles θ1(t) and θ2(t). The center of geometry angle, θc(t) = 1
2(θ1(t) + θ2(t)), is then tracked

over time. Figure 3.2(b) shows θc(t) from experiment for a homodimer and a heterodimer, where the

heterodimer is observed to be driven in the clock-wise (CW) or counter-clock-wise (CCW) direction

depending on its orientation. The results show that the heterodimer is driven around the ring (the
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(a) (b)

Figure 3.2: Net force acting on an optically bound heterodimer in simulation and experiment. (a)
The net force and force difference as a function of separation for a heterodimer and a homodimer.
The dimer is stable when the force difference vanishes and has a negative slope. (b) Experimental
confirmation of the driven heterodimer motion in a ring trap. Reversing the handedness of the light
changes the direction of motion. A homodimer is not driven. [45]

net force points from the smaller particle to the larger particle), while the homodimer only exhibits

Brownian motion in the θc coordinate.

3.2 Confining asymmetric arrays using wavefront curvature

We now consider the case of a heterodimer trapped in a focused Gaussian beam. In addition to the

net force and optical binding interaction, there are radially inward intensity gradient forces on each

particle. In principle, these intensity gradient forces can counter the net force, resulting in a trapped

dimer whose center of geometry is displaced relative to the center of the Gaussian. To measure the

trapping “potential”, we calculate the work required to moved the center of geometry through the

Gaussian trap, W (x) =
∫ x
∞(F1(x) + F2(x))dx, for a fixed interparticle separation d = 600 nm. The

work curves for a homodimer and heterodimer are shown in Figure 3.3(b) for a focused Gaussian

beam (blue curves). The takeaway is that the work curve for the heterodimer is asymmetric, requires

much less work to escape in the +x-direction, and has a minimum near r = 900 nm instead of the

beam center.

The trapping of the heterodimer can be significantly improved by defocusing the Gaussian beam
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Figure 3.3: Comparison of the trapping potentials of monomers, homodimers, and heterodimers
using a focused beam vs. an optimally defocused (converging towards z = zR) beam with an inward
phase gradient. (a) Trapping potential of a single nanoparticle for focused and optimally defocused
beams. (b) Trapping potentials of a homodimer (solid) and heterodimer (dashed) for focused and
optimally defocused beams. The work is expressed in units of thermal energy, kBT , for T = 298K.

so that it is converging towards the trapping plane, as shown in Figure 3.3(b) (orange curves). About

4× more work is required to pull the heterodimer in the +x-direction, and the work minimum is

shifted closer to the beam center. It should be emphasized that this is not due to inward phase

gradient forces. Figure 3.3(a) shows the work curves for a single particle and a focused and defocused

beam – the trade-off of intensity gradients for phase gradients actually decreases the trapping

potential. Instead, the reason a heterodimer is better trapped in a defocused beam is due to a net

phase difference force in the non-reciprocal interaction.

To obtain an equation for the net force on a heterodimer, the particles will be treated as non-

interacting point dipoles, i.e. the incident field induces a dipole in each particle, and the total field is

a sum of the incident and scattered fields without dipole-induced-dipole interactions. The static

polarizability of a particle is given by [69]

α0(ω) = 4πR3εbε0m(ω) (3.3)

where m(ω) = (ε(ω)− εb)/(ε(ω) + 2εb). For silver at λ = 800 nm, m ≈ 1. The static polarizability

can then be corrected for higher frequencies, referred to as the dynamically corrected polarizability
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[92]

α(ω) =
α0(ω)

1− ik3α0(ω)/6πεbε0
(3.4)

We consider the case of the two particles, with polarizabilities αi and αj , in a Gaussian beam that

has an incident electric field

E(ρ; z) = p̂E0
w0

w(z)
exp

[
−ρ2

w(z)2

]
exp

[
−ik ρ2

2R(z)

]
(3.5)

where z is the beam defocus and is kept constant in the 2D trapping plane, w(z) is the evolving

beam width, and R(z) is the beam’s radius of curvature. Each particle then has an induced dipole

whose amplitude and phase are position dependent. The net force acting on the heterodimer’s center

of mass, derived in Appendix 3.A, is

F net
ij = r̂ijP |αi||αj |f(rij) exp

[
−(r2

i + r2
j )/w(z)2

]
sin (∆Φij) (3.6)

where ∆Φij is the phase difference between the two particles, rij is the distance between the particles,

and the scalar function f(rij) is approximately

f(rij) ≈ A
cos(krij)

rij
(3.7)

To be precise, the net force also includes the sum of intensity and phase gradient forces acting on

each particle

F net
ij = r̂ijP |αi||αj |f(rij) exp

[
−(r2

i + r2
j )/w

2
0

]
sin (∆Φij)

−
I(ri)α

′
iri + I(rj)α

′
jrj

w(z)2
+ k

I(ri)α
′′
i ri + I(rj)α

′′
jrj

R(z)

(3.8)

where I(r) is the intensity of the Gaussian field. In the limit of a plane-wave, these additional terms

vanish.

The most important feature in Equation (3.7) is the sin (∆Φij) term. If the particles have the

same phase, the net force will vanish. For small phase differences, the net force will point from the

smaller phase particle towards the larger phase particle. The total phase difference between the two
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Figure 3.4: Phase difference of induced dipoles in an optically bound heterodimer. (a) Electric field
around an optically bound heterodimer in an RHC polarized plane-wave. The larger nanoparticle
(2; R = 100 nm) has a dipole that is visibly phase advanced from the smaller nanoparticle (1;
R = 75 nm). (b) The y component of the induced dipole in each particle in the time-domain shows
a phase difference. (c) The polarizabilities of the nanoparticles in the frequency domain also shows a
phase difference.

particles is due to four separate contributions

∆Φ = (∆Φ)size + (∆Φ)material + (∆Φ)beam + (∆Φ)scat (3.9)

There is an intrinsic phase difference due to differences in size or material of the two particles. If

the two particles are the same material and have radii Ri and Rj the phase difference is

(∆Φ)size = ∠(αj/αi) =
2
3k

3m(R3
i −R3

j )

1 + 4
9k

6R3
iR

3
jm

2
(3.10)

Figure 3.4 demonstrates the phase difference in an optically bound heterodimer. The phase difference

of induced dipoles is visible in the near-fields and further confirmed by looking at the induced dipoles

in the time-domain and the particles’ polarizabilities in the frequency domain. The net force points

towards the particle that is phase advanced – the larger particle in this case.

If the two particles are the same size and have different materials the phase difference is

(∆Φ)material = ∠(αj/αi) = ∠(mj/mi) (3.11)
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Additionally, the Gaussian beam provides an extrinsic, position dependent phase difference

(∆Φ)beam =
k∆(ρ2)

2R(z)
=
kz(ρ2

i − ρ2
j )

2(z2 + z2
R)

(3.12)

where zR = kw2
0/2 is the Rayleigh range of the beam. If z > 0 (a diverging beam), this leads to an

additional net force that points away the center of trap, effectively decreasing the trapping stability.

If z < 0 (a converging beam), this leads to a net force pointing inward that increases the stability

of the trap. Lastly, there is a phase difference due to multiple scattering events, (∆Φ)scat. The

contribution from this term is likely small for a dimer, but becomes increasingly important for larger

arrays where surface lattice resonances becomes important.

To see the effect of the net force on a trapped dimer, we perform Langevin dynamics of the

heterodimer at different amounts of defocus. The steady-state motion of such a dimer must be

such that the net force in the radial direction goes to zero; otherwise the dimer would continue

to drift out of the trap. In Equation (3.8), the net force can go to zero if the inward phase and

intensity gradient terms cancel out the outward net force due to phase differences. That is, there

is some distance between the dimer’s center of mass and trap center R such that the net force

vanishes. Additionally, this distance generally depends on the defocus z because the beam’s phase

contribution, Equation (3.12), is z-dependent. To obtain optimal trapping, the defocus should be

chosen to maximize the beam’s radius of curvature, which happens when z = zR, the Rayleigh range.

Figure 3.5(a) shows a snapshot of a trapped heterodimer at the optimal defocus; R measures the

center of geometry distance from the center of the trap. The dimer is free to orbit around a circle of

radius R. Figure 3.5(b) shows R and beam curvature as function of defocus: when the curvature is

a maximum, R is close to the minimum value, despite that the size of the beam has increased by

2×. This is confirmed in Langevin dynamics simulations at variable defocus, shown in Figure 3.5(c).

Note that the optimal defocus is actually a little less than zR. This is due to the evolving beam

width, w(z), which causes the inward intensity and phase differences to become weaker. Rather

than maximizing the beam’s radius of curvature, the precise condition is to minimize the net force

Equation (3.8) with respect to z, which will involve small corrections due to the gradient forces.
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Figure 3.5: Optimally trapping a heterodimer using a Gaussian beam defocused at the Rayleigh
range. (a) A heterodimer optically trapped in a defocused Gaussian beam at a center-of-geometry
distance R. (b) R as function of beam defocus. Despite the increasing beam size, the heterodimer
is brought inward with increasing defocus up to the Rayleigh range, zR. (c) Distributions of R at
variable defocus in a Langevin dynamics simulation.

3.3 Expulsion of an intruder particle

The previous section dealt with the net force on two particles due to their non-reciprocal

interactions. This idea can be extended to the case of N particles. For simplicity, we start with the

case of N − 1 particles that are identical and a single particle that is different from the rest. We

refer to this particle as the intruder particle.

Since it is not possible to create a random but ordered initial arrangement of nanoparticle

mixtures in experiment, we will first consider the case of a special type of intruder that happens to

occur in experiment. At short ranges, the electrodynamic interaction is extremely attractive (see

work profiles in Section 2.4). Two particles can make contact and become bonded in the near-field to

form a permanent dimer provided they overcome the repulsive electrostatic forces between the two

particles. This dimer can act as an intruder particle; it’s polarizability will have a larger magnitude

and a different phase than the other monomers.
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In experiment, dimers can form spontaneously. Figure 3.6 shows two particles coming together

to form a dimer near the center of a larger array of monomers. The dimer is then seen to be expelled

from the central region of the array and remains trapped at the outside. The various brighter

particles drifting on the outer edge of the array are likely dimers that formed earlier and were

expelled in a similar fashion. Because the dimer is still sub-wavelength, the optical microscope and

camera only see a single object; objects will be brighter the more polarizable they are.

Figure 3.6: Expulsion of a bound dimer from an optical matter array in experiment and simulation.
(top) In experiment, a pair of Ag particles (red circles) come together to form a dimer in an OM
array. The dimer is expelled from the center of the array. (bottom) A GMT-LD simulation starting
with a dimer at the center of a 19 particle array. After 200ms, the dimer is pushed out of the array.

This behavior is confirmed in simulation using a unique initial condition. A 19 particle array is

constructed where the central particle is a bound dimer; each particle has a radius of 75 nm (there

are 20 total spherical particles). Appendix 3.B discusses how this simulation is achieved using the

GMT since the dimer has to be treated with special care due to strong near-field interactions. The

rotational dynamics of the dimer are achieved by calculating the torque on it and using a rotational

Langevin equation. The dimer is ejected from the OM array in a similar time frame as the experiment

(∼ 200ms) and remains trapped on the outskirts.

To simplify the above problem, we replace the dimer with a 100 nm radius nanoparticle, keeping

all of the others at a radius of 75 nm. Additionally, the array is reduced to that of seven particles in

a hexagonal shape, starting with the intruder in the center as shown in Figure 3.7(a). In this figure,
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each arrow represents the non-reciprocal force acting on the particle calculated using Equation (3.7).

As an assumption, we take the forces to be pairwise in nature for the N -body system, i.e. fi ≈
∑

j fij

This assumption neglects the many-body nature of the forces due to multiple scattering events.

non-conservative 
force

a) b)

c) d) e)

Figure 3.7: Snapshots of an intruder particle (RNP = 100 nm, Ag) starting in an initial condition
(a) with 6 smaller particles (RNP = 75 nm, Ag) surrounding it. The intruder is expelled from the
center; each panel shows a stable configuration of the array during the transition. Arrows over each
particle depict the non-conservative part of the force acting on it.

Each panel in Figure 3.7 represents a stable configuration of the array during a dynamics

simulation. It’s important to note that the total force – which contains conservative and non-

conservative components – can vanish while the arrows representing the non-reciprocal force are

non-zero. When the particles thermally fluctuate away from their equilibrium positions, their motion

will be biased in the direction of the arrows. Initially, the identical particles are all biased to move

inward, and given enough time they eventually will push the intruder out of the center, as shown in

Figure 3.7(b). At this point, the smaller particles continue to push towards the larger particle while

the large particle feels a non-reciprocal force that pushes it outward. Figure 3.7(c-e) show the next

sequence of states the system moves through. The intruder has been pushed to the outside and its

motion remains biased to be radially outward rather than radially inward. Consequently, we expect
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this transition to be irreversible – going backwards would require the particles to move against their

non-reciprocal forces and would be energetically unfavorable compared to the forward (expulsion)

process.

To quantify the transition process, we introduce two order parameters. The ζ order parameter

measures the displacement of the intruder relative to the center of mass (com) of the array

ζ(t) = |rI(t)− rcom(t)| (3.13)

The ψ6 order parameter, defined in Equation (2.41), measures the hexagonal order of the array.

These order parameters will change in time as the structure of the array changes over time.

Figure 3.8(a) shows ζ(t) during a single simulation. With the initial condition ζ(0) = 0, the

increase of ζ over time measures the progress of the intruder escape process. Figure 3.8(b) shows

ψ6(t) during the same simulation. ψ6 goes through several maxima and minima during the process

due to structural changes in the array.

The relationship between ζ and ψ6 can be determined by performing on ensemble of NS

simulations. Each simulation starts with the exact same initial condition and simulation parameters;

the only difference is the seed in their random number generators in the Langevin equation which

leads to different trajectories. With NS = 200, the transition is observed enough times to construct

a conditional probability relationship between the two order parameters, ψ6(R) The shaded region

in Figure 3.8(c) shows the 25th to 75th percentile of ψ6(R) from the ensemble. ψ6(R) is seen to

oscillate with R, confirming that the transition goes through multiple stable states that each have

high hexagonal-like symmetry. In between stable (zero force) states, ψ6 will be low due to a lack of

hexagonal symmetry.

We observe 5 distinct peaks of ψ6 in Figure 3.8(c). The corresponding 5 configurations of the

array from a single simulation in the ensemble at maxi(ψ6) are shown in Figure 3.8(d-h). Each

configuration is shown centered around its center of mass with a global rotation such that the

intruder escapes along the +x axis. The circularly polarized light does cause the array to rotate

with a net torque, but this rotation largely does not impact the non-reciprocal dynamics that causes

the structural reconfigurations. From the ensemble, the positions of the identical particles can also
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Figure 3.8: Trajectory and order parameter characterization of intruder particle ejection from a
7NP OM array. (a) R order parameter during the transition. (b) ψ6 order parameter during the
transition. (c) ψ6(R) obtained from an ensemble of transitions. (d-h) Sequence of max(ψ6) stable
configurations along the transition. (i-m) Ensemble statistics for the positions of the 5 blue particles
at the stable (zero force) values of R.

be obtained by binning them and conditioning them on ζ at each maxi(ψ6). 2D histograms of these

positions are shown in Figure 3.8(i-m). The hexagonal order of the optical matter array during the

intruder escape transition is manifest in the ensemble statistics.

Figure 3.8(d-h) shows a particular pathway the intruder chose to escape, but generally there are

many pathways it can choose, which causes some of the spreading in the histograms in Figure 3.8(i-m).

To construct a pathway tree –and hence the most favorable path of intruder escape – we require a

way of classifying each configuration in the process in a way that it can be compared with other

configurations in other simulations of the ensemble. Given a configuration A at maxi(ψ6) with

positions pα and another configuration B at the same maxi(ψ6) with positions pβ, we want to

determine if A and B are the same configuration. If such a metric exists, a k-means clustering

algorithm can be used to classify every configuration in the ensemble by grouping those that are

close together. [93, 94] A simple choice of metric would be the Euclidean distance between the two

configurations, |pα− pβ|. However, this choice is not permutation invariant and thus cannot be used
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for a k-means clustering algorithm; two identical configurations can be far apart in this metric, i.e. if

you simply swap any two identical particles they would be classified as different configurations.

Figure 3.9: Transition path tree for intruder escape using a k-means clustering algorithm. The
states are sorted by most likely to least likely from top to bottom (considering the 3 most likely
states).

To obtain a permutation invariant metric for a given configuration, we calculate the various

pairwise distances dij for all pairs and sort this set of numbers from small to large. For any two

configurations, the metric is chosen to be the Euclidean distance between these two sorted sets. Such

a metric is permutation invariant and can be used with the k-means clustering algorithm. For every

simulation in the ensemble, a pathway can be constructed as a sequence of classified configurations.

These pathways can then be binned to obtain a transition path tree, as shown in Figure 3.9. This

tree is a truncated version of the full tree that shows just the 3 most most likely configurations

at each maxi(ψ6). The path along the top of the tree, which is labeled as [0, 0, 0, 0, 0], is the most

probable path of intruder escape.

The transition path tree is useful for calculating ensemble averaged quantities over specific

pathways. Of particular interest is the work required to move along each pathway. It is not sufficient

to calculate work from the original trajectory, since that would include work accumulated in thermal

fluctuations that depends on the dwell times at each stable configuration. Instead, the trajectory
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can be coarse-grained by averaging over thermal fluctuations. This is done by binning and averaging

the particle positions from a single simulation, pi, conditioned on the ζ order parameter so that

the pathway increases linearly with ζ rather than time. The work can then be obtained over this

coarse-grained trajectory

W (ζ) = −
∫ ζ

0

∑
i

Fi · dri(ζ) (3.14)

where dri(ζ) is the displacement of particle i as a function of ζ. The integration starts at 0 where

the intruder is at the center.

Figure 3.10: Work curves obtained by integrating the force over a coarse-grained trajectory. (a)
Work for a larger intruder particle has a downhill slope. (b) Work for an equal-sized intruder particle
has a constant slope. (c) Work for a smaller intruder particle has an uphill slope, meaning that work
would need to be done to remove it from the array.

Figure 3.10(a) shows the work in units of kBT for two different pathways: [0, 0, 0, 0, 0] (the most

probable) and [0, 0, 0, 3, 1]. For each pathway, the work is downhill with a series of minima along

the way. The vertical lines show the values of R where ψ6(R) is a maximum in the ensemble, and

therefore correspond to stable configurations. These work curves show that the intruder escape is

a thermally activated process – it requires some thermal energy to escape the local minima. The

downhill nature of the work indicates the irreversibility of the process, i.e. it requires ∼ 50kbT of

thermal energy for the reverse process.

For comparison, the work can also be calculated for an identical or smaller intruder. Since

this process is not driven in such a way that increases ζ, we assume the coarse-grained trajectory

is the same for these two cases as it is for the larger intruder. The work is calculated over the

same path in Equation (3.14), except the forces Fi are changed for each configuration. The work

required for an identical particle to escape is no longer downhill in Figure 3.10(b), and instead just
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involves a sequence of work minima. For a smaller intruder, the work required for it to escape is

uphill, requiring about ∼ 20kBT thermal energy. When the intruder is smaller, the sign of the

non-reciprocal switches directions and makes the intruder prefer to be towards the center than on

the outside of the array.

These findings for the instability of large intruders and stability of small intruders in OM arrays

are inconsistent with the notion that more polarizable particles seek the center of a focused optical

beam. Intuition would suggest that larger (more polarizable) particles would have lower energy

when at the center of the beam. Rather, the explanation for the intruder escape process resides with

non-conservative and non-reciprocal interactions rather than conservative ones.

3.4 Optical segregation of a nanoparticle mixture by particle size

In the experiment shown in Figure 3.6, there are multiple brighter objects on the outskirts of the

array. Combined with the results of the previous section, this provides a hint to the dynamics of

N1 particles of type 1 and N2 particles of type 2. It appears that the brighter particles – whether

they are dimers or larger particles – are pushed to the outside while the smaller particles remain in

the center of the trap. We now consider the dynamics and steady-state behavior of such an optical

matter system with non-reciprocal interactions.

In experiment, optical matter arrays are built particle by particle rather than starting from some

chosen initial condition. Consequently, they are mostly already at their steady-state when observed

and the dynamics of how such a steady-state is achieved are not revealed. Another experiment,

shown in Figure 3.11(a), has brighter particles on the outside and dimmer particles on the inside for a

particular frame from a video. The brightness distribution of particles over the video, Figure 3.11(b),

reveals a bi-modal distribution that allows us to define a brightness cutoff and label the particles as

1 (dimmer) or 2 (brighter). Defining R to be the displacement of each particle relative to the center,

Figure 3.11(c) shows how the brighter particles are spatially segregated from the dimmer particles.

This experiment reveals that in the steady-state, larger particles will end up on the outside of

the array. In simulation, we can choose a more interesting initial condition that is far away from

the steady-state behavior. The system is initialized with 37 particles in a hexagonally packed array

where the identity of each particle is randomly assigned (1 → 75 nm radius, 2 → 100 nm radius).
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Figure 3.11: Trapped nanoparticle mixtures are segregated by size through their optical (electro-
dynamic) interactions. (a) Experimental snapshot of a 20 nanoparticle mixture (14 small, 6 large).
Scale bar is 1 µm. (b) Probability density function for the brightness of each particle during the
experiment. (c) Probability density functions for the radial position of small particles (blue) and
large particles (red) taken from a video corresponding to (a). Inset shows the 2D probability density
functions. (d-g) Time-series snapshots from a GMT-LD simulation of a 37 nanoparticle mixture (19
small, 18 large), with an initial condition of a perfect hexagonal lattice and random size assignment.
Scale bar is 3 µm. (h) 2D probability density function from simulation after separation has occurred.

Time-series snapshots of the dynamics that follow are shown in Figure 3.11(d-g). On the timescale

of 1 to 2 seconds, the steady-state is achieved where all the larger particles are on the outside. A 2D

histogram of the steady-state positions, shown in Figure 3.11(e), agrees well with the steady-state

2D histogram from experiment, Figure 3.11(c).

To quantify the steady-state, consider two probability distributions, P1(r) and P2(r), that

measure the probability of finding particles of type 1 or 2 at a radial position r away from the center

of the beam. Given enough time in the steady-state, these distributions can be determined. The

segregation parameter, S, calculates the area of overlap for the PDFs and measures the extent to

which the two particle species separate

S =

∫ ∞
0

min [P1(r), P2(r)] dr (3.15)
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The segregation parameter ranges from 0 (completely segregated) to 1 (completely mixed).

It’s also important to provide sufficient confinement so that the larger species of particles at the

periphery does not escape the optical trap. The confinement parameter measures the overlap of the

PDF with the 2D Gaussian intensity distribution of the trapping beam

Ci =

∫ ∞
0

exp (−r2/w2
0)Pi(r)dr (3.16)

The confinement parameter ranges from 0 (poorly trapped) to 1 (well trapped) for each species of

particles.

We now consider the effect of the difference in radius, R2−R1, on the S and Ci parameters when

the trapping beam is optimally defocused at z = zR. In Figure 3.12(a), S is shown to decrease from

1 towards 0 with increasing radius difference. The confinement of the smaller particles is essentially

unaffected while the confinement of the larger particles is diminished as they move to the outside of

the array, Figure 3.12(b). The difference in radius is related to an intrinsic phase difference, given by

Equation (3.10), that increases approximately linearly with increasing radius difference. When the

phase difference is about 0.3 rad (when R2 = 90 nm), S reaches its minimum value where further

increasing the phase difference does not provide additional segregation.

This behavior depends on the converging beam that provides the extrinsic phase difference in

Equation (3.12). Looking at the dependence of Ci on the defocus z in Figure 3.12(c), the optical

trap fails to confine the larger species of particles at weaker defocus. C1(z) continues to increase

with increasing defocus until it saturates, while C2(z) is roughly independent of defocus. Thus, in

order to both segregate and confine both species of nanoparticles, the Gaussian beam has to be

defocused by at least the Rayleigh range.

To construct a simple model for the steady-state behavior of the optical matter array, consider

the extrinsic and intrinsic contributions to the phase of each particle

Φi(ρ) = Φ0
i +

kzρ2

2(z2 + z2
R)

(3.17)

where Φ0
i is the intrinsic (constant) phase of particle species i and the ρ-dependent term is the

extrinsic phase due to the beam. In the steady-state, we want the net force Equation (3.7) to vanish,
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Figure 3.12: Segregation and confinement parameters at variable phase difference in nanoparticle
mixtures. (a) Segregation parameter, (b) confinement parameters as function of the radius of
the larger particles, R2. (c) Confinement parameters as function of beam defocus. (d) Phase of
each particle vs. radial position in beam at an instant in time after segregation has occurred. At
steady-state, the blue and red particles have on average equal phase.

which can be done if (∆Φ)ij → 0. Since the larger particles have a larger intrinsic phase (Φ0
1 > Φ0

2),

their phase must be reduced in the steady state by the extrinsic part. If the beam defocus is chosen

correctly, it is possible that the displacement ρ for the larger species of particles leads to an extrinsic

phase that cancels out the difference in intrinsic phase, resulting in no net non-reciprocal force at

the pairwise level (on average).

For optimal defocus at the Rayleigh range, z = −zR, the phase of each particle is

Φi(ρ) = Φ0
i −

k

4zR
ρ2 (3.18)

The sign of the defocus is negative so that the beam is converging and the phase gradient is inward.

Thus, a particle has a lower phase at higher ρ and the curvature of this extrinsic phase is maximized
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at the Rayleigh range.

Figure 3.12(d) shows how the phase of the particles evolve as the optical matter system approaches

its steady state for optimal defocus. The larger particles initially begin with a larger phase Φ1

(hollow red circles) than the smaller particles with phase Φ2. After steady-state is achieved, the red

particles move to larger ρ and consequently have a reduced phase that is, on average, equal to the

phase of the smaller particles. Additionally, this equal phase condition is met within the full-width

at half-maximum (FWHM) of the beam, which allows the particles to stay confined in the optical

trap. If the larger particles were to increase their ρ any further, they would have a smaller phase

than the smaller particles and the sign of the net non-reciprocal force would reverse and pull the

particles back inward.

3.5 Optical matter alloys: segregation by nanoparticle material

Optical matter arrays can be composed of nanoparticles of different material, forming optical

matter alloys. The same principle of optical segregation occurs for particles of different material

composition since an intrinsic phase difference can be achieved, provided the phase difference due to

material, Equation (3.11), is sufficiently large. Experimentally, it was demonstrated that a mixture

of optically trapped silver and gold nanoparticles of the same size do not segregate and remain

positionally mixed in the OM array. This is shown by measuring P1(r) and P2(r) by classifying

particles by their color, see Figure 3.13(a-b). Because silver and gold have different scattering spectra,

silver particles appear more yellow while gold particles appear more orange in a color-sensitive

(RGB) detector. The reason these particles fail to segregate is that their intrinsic phase difference

and hence their non-reciprocal interaction is too small relative to the thermal energy; for 75 nm

radius particles, the phase difference is only 0.06 rad. Figure 3.13(c-d) shows the intrinsic phase for

particles of different materials and of radius 75 nm and 100 nm.

From this diagram, it is evident that certain materials are too close in phase to segregate (such

as Ag and Au, and other various metals) while other combinations (such as TiO2 or Si combined

with any of the metals) have a large enough phase difference to segregate. Figure 3.13(g-h) shows

two examples of optical matter arrays segregating by material. It is also important to note that the

intrinsic phase is wavelength dependent, i.e. while two materials may not segregate at one wavelength
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Figure 3.13: Segregation of optical matter alloys by material. (a) Experimental snapshot of a
mixture of silver and gold nanoparticles taken with a color CCD camera. (b) PDF of the Au and Ag
radial distances in the experiment. (c-d) Phase of different nanoparticles for particle radius 75 nm
(c) and 100 nm (d). (e) Au-Ag mixture at λ = 800 nm; no segregation occurs. (f) Au-Ag mixture at
λ = 600 nm; segregation occurs. (g-h) TiO2-Pt mixture (g) and Ni-Si mixture (h) at λ = 800 nm;
segregation occurs.

they may segregate at another wavelength. For example, gold and silver particles can be made to

segregate at λ = 600 nm, where the phase difference is around 0.3 rad, see Figure 3.13(f).

This principle can also be applied to the case of four different species of particles: two different

sizes (75 nm and 100 nm) and two different materials (Ag and Au). The wavelength dependence

of the intrinsic phase for these four types of particles is shown in Figure 3.14(a). At λ = 800 nm,

different materials have similar phase while different sized particles have a larger phase difference;

consequently, the array segregates by size (Figure 3.14(b)). At λ = 580 nm, different sizes have similar

phase while different materials have a larger phase difference; consequently, the array segregates

by material (Figure 3.14(c)). Thus, by tuning the wavelength of the incident light, an optical

matter alloy can be segregated by size or material. Figure 3.14(d-e) shows the various probability

distributions for each particle type.
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Figure 3.14: Segregation of optical matter alloys by size and material using the dispersive properties
of metals. (a) Phase of 4 different nanoparticle species (combination of radius 75 nm and 100 nm,
and Ag and Au materials) as function of wavelength. (b-c) Simulation snapshots at wavelengths of
800 nm and 580 nm, respectively. (d) At λ = 800 nm particles segregate by size and not material.
(e) At λ = 580 nm particles segregate by material and not size.

3.6 Conclusion

In this chapter, non-reciprocal forces in optical matter were realized by breaking the symmetry

between a pair of particles. This symmetry can be broken by either having different materials or

different sizes of the nanoparticles (or having monomers vs. dimers). In either case, the reason for the

net force is due to an intrinsic phase difference in the induced dipoles that results in an asymmetric

scattering of light momentum. With many particles interacting together in the presence of a single

intruder particle with a larger intrinsic phase, the non-reciprocal interactions cause the intruder to

be ejected from the array.

For mixtures of two species of particles, the non-reciprocal interactions drive the larger phase

particles to the outside of the trap, causing a phase separation of the two species. The optical matter

array is kept stable and trapped by an extrinsic phase that is imposed by a defocused Gaussian

beam. The stabilizing effect of this extrinsic phase is shown to be a maximum when the beam is

defocused at the Rayleigh range, zR. Thus, mixtures of nanoparticles can be segregated by particle
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size or material using the phase properties of light, i.e. the phase difference of their non-reciprocal

electrodynamic interactions.

3.A Derivation of the net force on a heterodimer

(a) (b)

Figure 3.15: Analytic derivation of the net force on a heterodimer. (a) Schematic of a heterodimer
where each particle has its own amplitude and phase. (b) The function f(kd) calculated exactly by
its integral form and compared to its approximate form in the limit kd� 1.

Consider two dipoles separated by a distance d, with induced dipoles a1 exp(iΦ1) and a2 exp(iΦ2),

see Figure 3.15(a). To obtain an expression for the net force, the combined far-field due to the two

dipoles needs to evaluated on the surface of a sphere of radius r as r →∞. In all equations that

follow, only the leading terms of order d/r need to be kept. The distances r2 = r− and r1 = r+ are

r± =

√
r2 +

d2

4
± rd sin(θ) cos(φ) ≈ r

√
1± d

r
sin(θ) cos(φ) (3.19)

Taylor expanding Equation (3.19) to first order gives the difference between these distances as

∆r = r2 − r1 = −d sin(θ) cos(φ) (3.20)
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The far field electric field due to the coherent sum of these two dipole radiation fields is

E(θ, φ) =
θ̂ sin(θ)k2

4πε0εb

[
a1 exp[i(kr1 + Φ1)]

r1
+
a2 exp[i(kr2 + Φ2)]

r2

]
(3.21)

=
θ̂ sin(θ)k2

4πε0εbr

[
a1 exp[i(kr1 + Φ1)] + a2 exp[i(kr2 + Φ2)]

]
(3.22)

since r1 = r2 = r in the denominator in the limit r →∞ (note that r1 and r2 in the phase exponential

remain since that expression does not converge to anything as r → ∞). The resulting far-field

intensity is

|E(θ, φ)|2 =
k4 sin2(θ)

16π2ε2
0ε

2
br

2

[
a2

1 + a2
2 + 2a1a2 cos(k∆r + ∆Φ)

]
(3.23)

where ∆r is given be Equation (3.20) and ∆Φ = Φ2 − Φ1.

The rate of outgoing x-momentum is then given by a surface integral of the field momentum in

the limit r →∞

Sx = ε0εb

π∫
0

2π∫
0

r̂ · x̂|E|2r2 sin(θ)dφdθ (3.24a)

=
k4

16π2ε0εb

π∫
0

2π∫
0

sin4(θ) cos(φ)
[
a2

1 + a2
2 + 2a1a2 cos(k∆r + ∆Φ)

]
dφdθ (3.24b)

=
2a1a2k

4

16π2ε0εb

π∫
0

2π∫
0

sin4(θ) cos(φ) [cos(k∆r) cos(∆Φ)− sin(k∆r) sin(∆Φ)]dφdθ (3.24c)

= − 2a1a2k
4

16π2ε0εb

π∫
0

2π∫
0

sin4(θ) cos(φ) sin(k∆r) sin(∆Φ)dφdθ (3.24d)

=
2a1a2k

4 sin(∆Φ)

16π2ε0εb

π∫
0

2π∫
0

sin4(θ) cos(φ) sin[kd sin(θ) cos(φ)]dφdθ (3.24e)

In Equation (3.24a), r̂ · x̂ = sin(θ) cos(φ); in Equation (3.24b) the a2
1 and a2

2 terms can be dropped

since the φ integral vanishes for these terms; Equation (3.24c) uses the trigometric identiy for

cos(a+ b); in Equation (3.24d) the φ integral vanishes again for the cos term; Equation (3.24e) uses

Equation (3.20) for ∆r. The final expression involves a non-vanishing integral that only depends on

51



the interparticle separation through kd. In the absence of an analytic solution to this integral, it is

computed numerically at variable kd and the result is approximated by a fitted functional form

f(kd) =

π∫
0

2π∫
0

sin4(θ) cos(φ) sin[kd sin(θ) cos(φ)]dφdθ ≈ −4π
cos(kd)

kd
(3.25)

The function f(kd) and its approximate form are shown in Figure 3.15(b). The fit appears to be

valid for kd� 1.

By conservation of linear momentum of the combined optical matter system, the net mechanical

force acting on the pair of dipoles is

Fx = −Sx = −2a1a2k
4 sin(∆Φ)f(kd)

16π2ε0εb
≈ 2a1a2k

3 sin(∆Φ) cos(kd)

4πε0εbd
(3.26)

3.B Simulating a near-field electrodynamically bounded dimer using GMT

In principle, a dimer can be simulated as two spheres that are electrodynamically interacting. Even

though the particles individually only support dipole and quadrupole modes at these sub-wavelength

sizes, the strong near-field coupling involves many higher order multipolar modes. To accurately

simulate a dimer with a ∼ 5 nm surface-to-surface gap, up to n = 10 in the multipolar expansion is

required to accurately compute the near-field interactions. This is incredibly compute-time expensive

and makes dynamics simulations come to a crawl.

To simulate the bound-dimer, the cluster T-matrix formalism is used. [77] Any collection

of particles can be reduced to a single T-matrix that treats the composite object as a single

electrodynamically scattering object. The aggregate T-matrix, Aijαβ , describes the coupling between

all pairs of electrodynamically interacting particles and can be calculated up to n = 10 multipoles.

The cluster T-matrix is a reduction of this matrix to Aαβ around a central coordinate, which can

be reduced to n = 2 multipoles. This matrix is a standard T-matrix that can be used to treat

the composite object as a single, anisotropic scattering object. The T-matrix can be rotated using

the Wigner-d rotation matrices so that it does not need to be recomputed as the composite object

rotates. See Section 6.1.3 for more details.

Note that in this T-matrix approach, there can be no vibration of the dimer. The composite
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object cannot have any internal motion since that would require a recalculation of the aggregate

T-matrix up to n = 10. With this assumption in mind, the dimer can be simulated to high accuracy

and computational efficiency since only a maximum of 2 multipoles are needed.

3.C Linear momentum transfer via many-body forces in a ring trap

The non-reciprocal net-force realized in this chapter was achieved by breaking the mirror symmetry

of the system by having dimers of different sizes or different materials. A related approach is to use

the phase of the incident field to obtain phase differences between identical particles. [32] Another

way of breaking this symmetry is using many-body electrodynamic interactions. This first occurs

with three particles that are all identical forming a trimer. If the trimer is straight, there is no net

force; however, if the trimer is bent, a net force acts on it. Figure 3.16 shows the net force acting on

the trimer as a function of the bending angle in a circularly polarized plane-wave. When the trimer

is bent into an equilateral triangle, the net force vanishes again.

Figure 3.16: Net force on an optically bound bent trimer due to many-body interactions. (left)
The net force on a trimer illuminated by circularly polarized light as a function of the bending angle.
(right) Net azimuthal drive for N particles in l = 0 ring traps of different sizes. Despite a lack of
incident orbital angular momentum, the particles are driven by the net force due to many-body
interactions.

The net force is verified to be a many-body effect by looking at the dependence of F net as a
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function of the particle polarizability. The net force can be expressed as

F net = c1|α|+ c2|α|2 + c3|α|3 + . . . (3.27)

Intensity and phase gradient forces due to an incident beam have c1 6= 0, i.e. these are first-order

forces. Optical binding forces have c2 6= 0, i.e. these are pairwise forces. However, when the bent

trimer is illuminated by a plane wave, simulation confirms that c1 = c2 = 0 and c3 6= 0. Thus, the

force arises from a three-body effect where a third particle alters the dipole on a second particle,

and that altered dipole interacting with the first particle results in a net force.

In a plane wave or Gaussian beam, the bent trimer is not a stable configuration and so the

net force is not readily observed. To obtain a stable bent trimer, a ring trap can be used instead;

the curvature of the intensity profile means that an optically bound trimer will have a bent angle

depending on the curvature of the ring. This bound trimer will then experience a net force in the

ring and move in an orbital motion. This is initially an unexpected behavior since in an l = 0 ring

trap, particles are not driven one way or another due to zero OAM of the incident beam. Figure 3.16

shows the azimuthal driving force per particle for different ring sizes and number of particles in the

ring. Having more than 3 particles in the ring continues to increase the magnitude of this many

body non-reciprocal net force.

3.D Hydrodynamic coupling interactions (TT coupling)

Stokesian dynamics is an extension of Langevin dynamics that incorporates the hydrodynamic

coupling interactions due to fluid flow in the medium. [95] Translation-translation (TT) coupling

involves the translation of one particle generating a fluid flow that induces translation in another

particle. In driven optical matter systems, this hydrodynamic coupling can be significant.

Figure 3.17 shows an example of many particles in a circularly polarized driven ring trap

with a topological charge l = 5. Due to the phase gradient around the ring, particles are driven

counter-clockwise around the ring while they interact electrodynamically and hydrodynamically.

The average orbital angular velocity of the particles is shown with and without hydrodynamic

coupling interactions for variable numbers of particles and three different materials. In all cases,
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Figure 3.17: Effects of hydrodynamics on the driven dynamics of 2–30 nanoparticles (Ag, Au,
and Si) in a circularly-polarized driven ring trap (l = 5). (left) Snapshot of 30 optically bound
Ag particles being driven in the ring. Parameters: w0 = 2000 nm, P = 15mW, RNP = 75 nm,
λ = 800 nm, nb = 1.33, l = 5. (right) Angular velocity of the nanoparticle arrays in the ring with
and without hydrodynamic coupling interactions.

hydrodynamic interactions increase the angular velocity of the particles and the effect generally

becomes stronger as more particles are added to the ring.
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CHAPTER 4

NON-CONSERVATIVE DYNAMICS AND ANGULAR MOMENTUM:

BUILDING OPTICAL MATTER MACHINES

The last chapter discussed the non-conservative forces that arose from linear momentum transfer

between the electrodynamic field and the mechanical motion of the nanoparticles. A similar principle

applies to angular momentum in optical matter arrays. An additional complication is that the field

and nanoparticles have intrinsic (spin) and extrinsic (orbital) angular momentum. The total angular

momentum of an optical matter system is then [89]

Ltotal = Lorbit +Lspin

Lorbit = Lmech,orbit +Lfield,orbit =
∑
i

miri × vi + ε0

∫
V
E(r, ω) · (r ×∇)A(r, ω)d3r

Lspin = Lmech,spin +Lfield,spin =
∑
i

Iiωi + ε0

∫
V
E(r, ω)×A(r, ω)d3r

(4.1)

where A(r, ω) is the vector potential and the integrals occur over all of space. There exist multiple

types of spin–orbit interactions where the spin angular momentum (SAM) is converted into orbital

angular momentum (OAM). For example, a tightly focused Gaussian beam (non-paraxial) converts

the SAM of light into the OAM of light. [28] Light-matter interactions in optical matter arrays

provide an additional mechanism of SAM–OAM conversion, as will be discussed in this chapter.

In this chapter, we explore spin and orbital angular momentum and their coupling in optical

matter systems. The simplest system that exhibits a net-torque due to interactions is a dimer

illuminated by circularly polarized light. This net torque can be realized in larger optical matter

arrays, where an anomalous negative torque can occur where the net torque has the opposite

handedness of the incident light.[35, 96, 97] Such a negative torque would violate angular momentum

conservation in a conservative mechanical system, but can occur in optical matter arrays due to

angular momentum exchange with the electromagnetic field. We show how these torques and the

SAM–OAM conversion can be used to create an optical matter stochastic machine that utilizes

non-conservative and Brownian forces for its operation.

Previous work has introduced the idea of controlling the spinning of individual nanoparticles

56



(NPs) using the spin angular momentum (SAM) of light in circularly polarized optical tweezers,

referred to as “optical torque wrenches” [40, 64, 98–100]. This has been extended to arrays of NPs,

where an optical torque wrench can generate orbital rotation through their interparticle interactions

[35, 46, 96]. The possibility of using light-matter interactions to convert spin angular momentum

into orbital angular momentum has been demonstrated and can be used as the driving mechanism

of such machines. [101]

In Appendix 4.A, the effects of hydrodynamic rotation-translation (RT) coupling in driven optical

matter systems are discussed. In Appendix 4.B, additional types of optical matter machines are

proposed, including larger machines and patterned machines.

This chapter is based, in part, on a publication on the creation of optical matter stochastic

machines that uses optical matter as a SAM to OAM converter. [47]

4.1 Net torque on an optically bound dimer

A single, spherical particle illuminated by circularly polarized light is known to spin with the

same handedness as the light since it absorbs some of the incident photons. If the sphere is lossless,

the torque vanishes. However, if the particle is non-spherical there is a net torque even if it is lossless

due to the asymmetric scattering of light. [102]

An optically bound dimer is, essentially, a single composite anisotropic particle. [46] While the

absorption of photons of the individual spheres leads to them spinning, the anisotropy of the bound

dimer leads to an orbital motion of the dimer. This would not be the case if the particles were

non-interacting; the binding of the particles is essential for it to be treated as a composite object.

Figure 4.1 shows the azimuthal force driving each particle in a bound dimer in right-handed

circularly polarized light as a function of their separation (in a plane-wave or Gaussian beam). The

net torque, τ = rFφ, oscillates; for a plane-wave it oscillates around zero, while for the Gaussian

beam it is shifted in the positive (right-handed) direction. The striking feature is the possibility of

a negative torque: the dimer can be driven to orbit with a handedness that is the opposite of the

incident light. [46] This behavior is due to the retardation of light in the interaction that yields a

2πr/λw phase factor. At stable separations, when r = nλw is an integer multiple of the wavelength,

the interactions are in phase and the torque is positive. Negative torque in a dimer generally occurs
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Figure 4.1: Net torque on an optically bound dimer. (left) An optically bound dimer (composed
of two 150 nm diameter Ag nanoparticles) in a right-handed circularly polarized plane wave. The
dimer experiences an azimuthal drive with the same handedness as the incident light. (right) Net
azimuthal force (torque) on a dimer in a rhc-polarized plane wave and a Gaussian beam as function
of particle separation.

at unstable separations.

The concept of negative torque does not violate angular momentum conservation because optical

matter systems are open systems. A negative torque is allowed provided the dimer scatters an

equal amount of positive angular momentum to the field, conserving total angular momentum in the

combined opto-mechanical system.

In Figure 4.1, the torque is shown as a function of separation, but the separation is not a variable

that is chosen since it is determined through the interactions. However, the wavelength of the

incident light can be chosen, and this will set the length scale of the optical binding in the optical

matter array. It is helpful to calculate two quantities as a function of both lattice spacing and

wavelength: the total scattering cross-section, Cscat(δ, λ), and the net torque, τz(δ, λ). These are

shown as color maps in Figure 4.2. Also shown are the stable lattice spacings at each wavelength,

δs(λ), calculated by performing gradient descent for the dimer. For λ > 550 nm, the relationship

between the two is very close to linear, δs = λ/nb. When λ < 550 nm, the relationship can become

non-linear since higher order multipolar modes (quadrupoles, etc.) begin to arise and modify the

nature of the electrodynamic interactions.

For λ > 670 nm, the torque is positive at stable binding, while for λ < 670 nm there is a region

where the torque is negative at stable binding. Thus, it is possible to realize an optically bound
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Figure 4.2: Net torque on a dimer at variable separation and incident wavelength. (left) Scattering
intensity of the dimer at variable wavelength and separation. Black circles are stable optical binding
positions. (center) Similar diagram for the net torque. (right) The scattering and net torque at
variable wavelength when the particles are at their stable separations.

dimer spinning with the opposite handedness of the incident light by going to shorter wavelengths.

Note that this coincides with a resonance in the scattering of the dimer. Resonances such as these

can result in a π phase-shift of the induced dipoles, and the transition between positive and negative

torque will often occur near these resonances.

4.2 Positive and negative optical torque in larger arrays

The orbital motion of the bound dimer extends to the case of N optically bound particles.

Provided the incident power density is sufficiently large, particles in circularly polarized light will

form a rigid array with hexagonal packing. A net torque acts on the rigid array, setting it into an

orbital motion.

Figure 4.3(a) shows the net torque τz as a function of the number of particles N at a fixed

wavelength λ = 800 nm and separation δ = 600 nm (nb = 1.33). For a dimer (N = 2), the torque is

positive, while for N > 2 the torque is increasingly negative. Thus, negative torque can be observed

at the given wavelength simply by adding more particles to the array, hinting that this phenomenon

is a collective many-body effect. In Figure 4.3(b), the lattice spacing δ is varied for each value of

N . For all of the arrays, the torque oscillates between positive and negative values as δ is varied.

A phase space diagram for the sign of the torque can be constructed, τz(δ,N), and is shown in

Figure 4.3(c).

As in the case of the optically bound dimer, the lattice spacing δ is not a controllable variable other

than through the wavelength of the incident light. Moreover, it can even become position-dependent
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Figure 4.3: Positive and negative torque in larger optical matter arrays. (a) Net torque on an
array of particles as a function of number of particles in the array. (b) Net torque as a function of
lattice spacing at different numbers of particles. (c) Torque phase-space diagram that show regions
of positive and negative torque. The dashed line is the stable first optical binding separation. [35]

since particles at the center of an array have a different environment from particles towards the

edge of the array. Figure 4.4 shows the scattering cross-section and net torque for N = 7 particles,

where it’s assumed that δ is not position-dependent (position dependence becomes more relevant as

more layers of particles are added). Again, the relationship between δ and λ is linear over longer

wavelengths (λ > 600 nm).
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Figure 4.4: Net torque on a hexagonal optical matter array at variable separation and incident
wavelength. (left) Scattering intensity of the hexagonal OM array at variable wavelength and
separation. Black circles are stable optical binding positions. (center) Similar diagram for the net
torque. (right) The scattering and net torque at variable wavelength when the particles are at their
stable separations. [35]

The intense scattering feature between λ = 600 nm to 950 nm is the emergence of a surface lattice

resonance. The scattering at stable binding, when compared to that of the dimer in Figure 4.2,

has its longer wavelength resonance (a collective mode) enhanced relative to its shorter wavelength
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resonance (a single particle resonance). The stable binding distance is such that it is on the shorter

wavelength side of this resonance. The net torque is negative for λ > 580 nm and positive for shorter

wavelengths.

4.3 Collective electromagnetic modes and their angular momentum

The total rate of angular momentum scattered by an array of N particles can be obtained

by analytically integrating the Maxwell stress tensor around a closed surface containing all of the

particles. [103] A collection of electrodynamically interacting particles can be reduced to a cluster

representation around a single origin (see Section 6.1.8 for details). The fields scattered by the cluster

as a whole can then be written as an expansion over the vector spherical harmonic wavefunctions

E =

∞∑
n=1

n∑
m=−n

amnNmn + bmnMmn (4.2)

Combined with a similar expansion for the magnetic field H, the Maxwell stress tensor can be

constructed and integrated analytically to obtain expressions for the outgoing angular momentum.

The expression for the z-component of the rate of outgoing angular momentum, L̇z, is

dLz
dr

= L̇z =
2π

k3

Nmax∑
n=1

n∑
m=−n

m

{
εb|amn|2 + µb|bmn|2 − Re

[
εbamnp

∗
mn + µbbmnq

∗
mn

]}
(4.3)

where εb and µb are the background permittivity and permeability, respectively.

L̇z can be related to the scattering and absorption cross-sections on a term-by-term basis. For a

RHC polarized plane wave, pmn = qmn = 0 if m 6= 1. So if m 6= 1:

L̇mn1
z =

mεb
2k

Cmn1
scat (4.4)

L̇mn2
z =

mµb
2k

Cmn2
scat (4.5)
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and if m = 1:

L̇1n1
z = − εb

2k
C1n1
abs (4.6)

L̇1n2
z = −µb

2k
C1n2
abs (4.7)

For m 6= 1, the m index determines the sign of the outgoing angular momentum, and modes with

larger values of m scatter more angular momentum.

The total rate of outgoing angular momentum is then a sum over all terms

L̇z =

2∑
r=1

Nmax∑
n=1

n∑
m=−n

L̇mnrz (4.8)

The net torque on the cluster in response to the outgoing angular momentum contains both spin

(internal) and orbital (external) components

τnetz = ẑ ·
∑
i

ri × Fi + τi = −L̇z (4.9)

When treating the array of particles as a single composite object, it is not easy to disentangle the

spin and orbital contributions to the total angular momentum. However, for isotropic Ag and Si

particles, the absorption is minimal and the mechanical spinning of the particles is negligible. The

equations reported here are similar to those reported by others. [96]

Selection rules that restrict the allowed values of m based on conservation of angular momentum

have been reported for rotationally symmetric NP arrays [96, 104]. For an array with ms–fold

symmetry and incident light with minc, the allowed values of m are

m = minc +msq (4.10)

where q is a positive or negative integer.
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4.4 Optical matter gear

Because light exerts a net torque on an optical matter array, the array must scatter an equal

and opposite amount of angular momentum. The outgoing vector spherical harmonic wavefunctions

generally carry orbital angular momentum (OAM) and are excited by the incident spin angular

momentum (SAM) of the light. Thus, an optical matter array operates as a SAM-to-OAM converter.

This conversion raises the question of whether an optical matter heat engine can be designed,

analogous to what has been done for single micrometer and nanometer-sized particles that convert

heat into work. [105–107]. In principle, a particle placed outside of the optically bound array can

couple to the scattered orbital angular momentum and be driven by non-conservative forces that do

work on the particle in a closed loop.

A mechanical analog of an SAM–OAM converter is a planetary gear machine [108] – schematically

shown in Figure 4.5(a). Work is performed in the gear system by rotating a crank connected to a

large gear. Both the shaft and gear are shown exhibiting right-handed rotation (denoted by red

arrows; the convention of pointing one’s thumb towards the source is used). A second, smaller gear

is coupled to the larger gear, causing it to rotate and orbit the large gear. The small gear rotates

with an opposite left-handed rotation (denoted by green arrows). A fixed ring gear provides radial

confinement and causes the small gear to perform a right-handed orbit around the large gear.

The corresponding optical matter (OM) machine is depicted in Figure 4.5(b). The crank is

replaced with a right-hand circularly (RHC) polarized optical beam. The material constituents of

the OM gear, Ag NPs of radius Rp = 75 nm, are attracted to the high intensity region of the focused

beam. Multiple particles trapped in the beam self-organize into a hexagonal lattice geometry due to

rotationally symmetric optical binding interactions when the incident light is circularly polarized.

An assembled 7NP OM array operates as an OM gear; the angular momentum of the scattered field

provides the torque for the gear to rotate. For the NP properties and geometry considered here, the

OM gear exhibits a negative torque.

When a “probe particle” (Ag NP with radius Rp = 100 nm) is placed outside the OM gear,

it orbits in the right-handed direction, analogous to the orbital motion of the small gear in the

planetary gear mechanical machine (Figure 4.5). This observed counter-rotation can be understood as
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fixed ring
gear

Figure 4.5: Designing an optical matter machine. (a) A planetary mechanical gear machine
consisting of a large gear made to rotate by a crank and a small gear that is driven to rotate and
orbit. A fixed ring gear provides radial confinement and causes the small gear to orbit the large
gear. The gears couple such that the small gear rotates with the opposite handedness and orbits
with the same handedness as the large gear’s rotation. (b) An analogous optical matter machine.
The 7NP array acts as a large OM gear that converts spin angular momentum into orbital angular
momentum that is imparted on a smaller OM gear (the probe particle), driving its orbital motion.
(c) The phase profile of the e7,7 mode in the transverse plane outside the OM gear. The phase profile,
ψ ∝ exp(i7φ), provides a circulation of momentum around the OM gear, with m = 1 + 6 phase
wrappings. A path for the probe particle’s orbital motion is shown in yellow. [47]

a demonstration of conservation of angular momentum: if the OM gear is rotating with the opposite

handedness as the incident light, it must be that a net positive quantity of angular momentum is

scattered by the OM gear. The probe particle feels this outgoing positive angular momentum and is

driven to orbit around the OM gear (Figure 4.5(c)). Radial confinement of the probe is provided by

an inward phase gradient of the converging beam optical trap, analogous to the use of a fixed ring

gear that radially confines the small gear in the mechanical machine.

Since the total angular momentum of the system (electromagnetic field and NPs) is conserved,

a negative torque on the gear necessitates increased angular momentum in the emanating field.

Scattered light from the OM gear can be decomposed into collective multipolar modes, labeled en,m

and mn,m for electric and magnetic modes, respectively; n is the order and m is the azimuthal index

of the mode. These modes are eigenfunctions of the angular momentum operator, with eigenvalue

m; this description is analogous to that of quantum mechanical angular momentum states where the

spherical harmonics are eigenfunctions of the angular momentum operator [109]. Each collective

mode continuously carries angular momentum, Lmnz , away from the OM gear at a rate given by

64



Equation (4.1). In response, the OM gear feels a net recoil torque (spin and orbit) due to conservation

of angular momentum.

The angular momentum selection rules, Equation (4.10), form the basis of the optical matter

SAM–OAM machine: photons with minc = +1 incident on the ms = 6 -fold symmetric OM gear are

converted into collective scattering modes with m = −5,+1,+7. Larger m values can be neglected

due to the size of the OM gear as determined by Wiscombe’s criterion [110].

The magnitude and directionality of light scattered by them = −5 andm = +7 modes determines

the field the probe particle experiences. The calculated phase profile of the e7,7 mode scattered in

the transverse plane of the OM gear is depicted in Figure 4.5(c). The yellow curve is the preferred

path of the probe particle around the OM gear. It will be demonstrated that the e7,7 mode is

the dominant contribution to the transversely scattered OAM, and is therefore responsible for the

right-handed driven orbital motion of the probe particle.

The relationship between angular momentum and scattering cross-sections in Equation (4.6)

and Equation (4.7) motivates examination of the mode-dependent spectroscopic properties of the

OM gear. The collective scattering modes in the OM gear emerge in the wavelength-dependent

scattering cross-section of the OM gear as it is built particle-by-particle in an optical trap. The

scattering cross-sections shown in Figure 4.6(a) demonstrate that the single particle Mie resonance

(λ = 600 nm) is converted into a surface lattice resonance (λ = 740 nm) as particles are added to the

array. We refer to this emergent peak as a collective scattering resonance (CSR) of the OM array. In

the limit of a large lattice, the CSR becomes spectrally more narrow and approaches the well-known

surface lattice resonance (SLR) of an infinitely extended array [111, 112]. Electric field intensity

plots of the single particle Mie resonance and the CSR are shown as insets to Figure 4.6(a).

A multipole expansion of the scattered fields is performed to obtain the mode-dependent

composition of the CSR and their contributions to the far-field angular scattering. A note on

notation: if the azimuthal index m is omitted, a sum over m is applied while keeping n fixed, i.e.

en =
∑

m enm and mn =
∑

mmnm. Figure 4.6(b) shows the contribution of the en and mn modes to

the total scattering intensity up to n = 7 for the OM gear. Thus, the CSR is a superposition of

many orthogonal modes; the e1, e5, e7, and m4 modes are most significant. The azimuthal index m

obeys the rotational symmetry selection rule (Equation (4.10)) with ms = 6 symmetry. Therefore,
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Figure 4.6: Building an OM gear using optical binding forces and collective modes. (a) Per particle
scattering cross-section (normalized by πR2

p, where Rp = 75 nm is the radius of a single NP) as the
OM gear is built particle by particle with lattice spacing δ = 600 nm in water (nb = 1.33). A single
particle Mie resonance (λ = 600 nm) is converted into a collective scattering resonance (λ = 740 nm).
Insets show the field intensity of the single particle Mie resonance (left inset) and the CSR (right
inset) at their respective resonant wavelengths. (b) Normalized scattering cross-sections of the
non-vanishing multipole modes of the OM gear as a function of lattice spacing, δ, at λ = 800 nm
(optical binding distance shown as vertical dashed line). (c) Total far-field angular scattering intensity
from the OM gear and projections onto the Cartesian planes. (d-f) Far-field angular scattering and
phase profiles of the e7,7, e5,−5, and m6,−5 modes, respectively. [47]

the e7 mode consists of three terms (m = −5, 1, 7), the e5 mode consists of two terms (m = 1,−5),

and the e1 and m4 modes consist of only one term (m = 1).

The far-field angular scattering of the OM gear shown in Figure 4.6(c) exhibits strong, narrow

lobes along the forward and backward directions and 6 transverse lobes lying in the xy-plane. Far-field

angular scattering of the e7,7 and e5,−5 modes shown in Figure 4.6(d,e) exhibit in-plane scattering

with m phase wrappings. By contrast, the m6,−5 mode in Figure 4.6(f) exhibits out-of-plane angular

scattering. Consequently, the e7,7 and e7,−5 modes couple strongly with positive and negative signs,

respectively, while the m6,−5 mode couples weakly to a probe particle located in the transverse plane.

The e7,7 mode is of particular interest due to its large angular momentum content and extremely

flat angular profile.

66



4.5 Counter-rotation of gear–probe machines

The azimuthal index m defines the rate of OAM scattered by the OM gear; modes with larger m

have larger quantities of OAM. Figure 4.7(a) shows the mode-dependent contributions to the net

angular momentum of the scattered light. The e7 mode is strongest (and positive) due to the m = 7

term, while the e5 and m6 modes contribute negative angular momentum due to the m = −5 terms.

The net angular momentum can be positive or negative depending on the lattice spacing, which

results in a negative or positive recoil torque, respectively, on the OM gear. At the optical binding

distance (δ = 600 nm), the outgoing angular momentum is overall positive, resulting in a negative

recoil torque on the OM gear.

We obtain a qualitative picture of the angular momentum around the OM gear by calculating

the transverse Poynting vector, S‖ ∝ (E ×H)‖, in the xy-plane. Streamlines of S‖ are shown in

Figure 4.7(b); the color-scale informs on the magnitude of S‖ relative to Sz of the incident field.

Inside the OM gear S‖ spirals inward around each particle with the same handedness as the incident

light. Outside the OM gear there is a counter-clockwise flow that the streamlines converge to.

These streamlines suggest that if a probe particle is placed outside the OM gear it will feel a flow

of electromagnetic energy and be driven to move along streamlines. The counter-clockwise flow

primarily comes from the e7,7 mode that has a positive OAM that is directed in the xy-plane.

The force on the probe particle can be separated into radial and azimuthal components, F (r) =

Fρ(r)ρ̂+ Fφ(r)φ̂, that are shown in Figure 4.7(c,d), respectively. The probe particle will generally

move in two dimensions in response to the electrodynamic forces, and the radial force provides

confinement that restricts the motion of the probe to a smaller domain. We define the stable 1D

path for orbital motion of the probe particle such that the radial force vanishes and begets stability,

i.e. Fρ = 0 and ∂Fρ/∂ρ < 0. This path is shown as the dashed line in Figure 4.7(c,d) and has a

hexagonal-like shape. The probe is not restricted to the stable path, but on average moves along it.
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Figure 4.7: Orbital angular momentum scattered by the OM gear can be used to do work. (a)
Angular momentum carried away by the collective modes of the OM gear at λ = 800 nm. The net
angular momentum is the sum of all such contributions, and can be positive or negative. The net
outgoing angular momentum is positive at the optical binding distance (δ = 600 nm) (b) Streamlines
of the transverse Poynting vector in and around the OM gear. (c) Radial force map of the probe
particle in an annular region outside the OM gear. The dashed line is a stable path where Fρ = 0
and ∂Fρ/∂ρ < 0, where ρ is the particle’s radial coordinate. (d) Azimuthal force map of the probe
particle. (e) Component of the force tangential to the stable path, Ft. Blue regions are positive
(counter-clockwise) and red regions are negative (clockwise) force. (f) Work done on the probe
particle as it moves along the stable path, W = −

∫
Ftdl in units of kBT , where kB is Boltzmann’s

constant. [47]
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The azimuthal force can be positive (counter-clockwise) or negative (clockwise) along the stable

path. Stable positions along the path occur where the azimuthal force vanishes and begets stability

along the path, i.e. Fφ = 0 and ∂Fφ/∂φ < 0. If the probe particle has enough thermal energy, it

can hop from one stable position to another in either the clockwise or counter-clockwise direction.

However, the probe particle prefers hopping in the counter-clockwise direction due to the positive

OAM from the e7,7 mode as demonstrated by the projection of the azimuthal force along the stable

path shown in Figure 4.7(e). The positive forces generally outweigh the negative forces along the

path. The work required to move the probe particle in the counter-clockwise direction along the

path, W (φ), is then an integral of this force curve, as shown in Figure 4.7(f). W (φ) is periodic

and titled, and the electrodynamic barrier for clockwise hops is about twice as large as that of

counter-clockwise hops. This type of work curve is analogous to 1D transport caused by Brownian

fluctuations in asymmetric periodic potentials seen in forced thermal ratchets [37, 113]. Although

the work barriers are quite large for the probe to hop (8.3 kBT ), this calculation assumes the seven

particles in the gear remain stationary. The actual work required could be much lower when all

particles are allowed to fluctuate due to higher dimensional pathways for the intruder to hop.

While the gear has a perfect 6-fold symmetry, the presence of the probe particle breaks this

symmetry and enables the combined machine to access azimuthal modes that violate the angular

momentum selection rule, Equation (4.10). The effect of the probe on the gear causes it to scatter

angular momentum into other azimuthal channels. However, the quantity of angular momentum

is 50 times smaller than that carried by the e7,7 mode and the probe can be considered a small

perturbation to the scattered angular momentum selection rules.

Note that the OM gear does not need to be a six-fold symmetric hexagonal shape for the

conversion of SAM to OAM to occur. Experimentally, the OM gear may contain additional particles

or thermally fluctuate to different configurations. In such cases, the quantity of outgoing angular

momentum in each of the modes (Figure 4.7(a)) will be different.

A schematic of the thermal hopping of the probe around the OM gear along the stable path

is shown in Figure 4.8(a). The probe particle hops between 6 stable positions (denoted by solid

orange squares) with a counter-clockwise bias. In addition to the thermal hopping of the probe

particle, the OM gear experiences a net recoil torque due to angular momentum being carried by
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Figure 4.8: Realizing an optical matter machine. (a) Schematic of the OM machine. Arrows denote
the direction of preferred angular rotation. Filled and unfilled squares denote stable and unstable
probe positions, respectively. (b) Probability density function of the probe particle’s position relative
to the OM gear from a 10 s Brownian dynamics simulation. (c) Time trajectories of the angular
positions of the OM gear and probe particle. The difference angle, ∆φ(t) = φ2(t) − φ1(t), is a
monotonically increasing stepped function. The steps represent angular jumps of the probe particle
between stable positions. (d) Ensemble averaged angles of the probe and gear from 20 simulations.
The shaded regions enclose the standard deviation of the angles at time t. (e) An image from a video
of an experiment of an 8NP OM gear with a larger probe particle on its periphery. A 0.4 s trajectory
of the OM gear and probe are superimposed. (f) Experimentally observed counter-rotation of the
OM machine.

light scattered from the CSR modes. Figure 4.6(b) shows that the recoil torque is negative at the

given lattice spacing of the OM gear (δ = 600 nm) since the e7 mode carries more positive angular

momentum than the total negative angular momentum of the e5 and m6 modes. This leads to a

clockwise rotation of the OM gear – in the opposite direction of the probe particle’s orbital motion,

resulting in the counter-rotation of the OM machine.

A defocused but converging Gaussian beam is used in the simulations to provide an inward phase

gradient to enhance the stability of the OM machine. Without the inward radial phase gradient

associated with the converging beam, the probe particle will escape the trap. The probe particle

must also be dissimilar in size from those NPs constituting the OM gear to prevent particle exchanges
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and rearrangement of the gear. Intuition suggests that a smaller probe particle may be preferred

since it will scatter less light and cause less deformation in the OM gear. However, a smaller probe

will force its way into the gear and break its structure. Therefore, as described in Chapter 3, the

probe particle must be larger than the NPs constituting the OM gear due to “non-reciprocal forces”

that arise in NP hetero-dimers [45].

Given that the probe particle can be trapped in a local minimum of the work in Figure 4.7(f),

the driven transport of the probe particle will only occur in simulations with thermal energy and

fluctuations. The counter-rotation of the OM machine was captured in a (T = 298K) Brownian

dynamics simulation that quantified the angular dynamics φ1(t) of the OM gear and φ2(t) of the

probe particle as a function of time t. The path of the probe relative to the gear can be obtained by

moving into a rotating reference frame such that the gear remains stationary and the probe orbits.

A probability density function of the probe particle’s position shown in Figure 4.8(b) reveals the

hexagonal path of the probe and the 6 stable positions. The dashed line shows the stable path

determined numerically in Figure 4.7 and demonstrates agreement with the probability density from

the probe particle trajectories.

The angular trajectories φ1(t) and φ2(t) for a single 10 s simulation shown in Figure 4.8c confirm

the counter-rotation of the gear and probe. With the starting condition φ1(t = 0) = φ2(t = 0) = 0

and defining the relative change in angle ∆φ(t) = φ2(t)−φ1(t), we find that ∆φ(t) strictly increases in

time. The counter-rotation is shown to be statistically significant over an ensemble of 20 simulations

for the same simulation conditions. Figure 4.8(d) shows the average and standard deviation of the

ensemble of angular trajectories.

We experimentally confirmed the predicted counter-rotation of the OM machine where the OM

gear consists of 8 equal sized NPs (150 nm diameter Ag) with a larger probe particle (180-200 nm

diameter Ag). Figure 4.8(e) shows an image from an experiment with an 8NP OM gear (hexagonal

array plus one) and of a probe particle on its periphery. Trajectories for the probe (orange) and the

eighth particle in the gear (yellow) of length 0.4 s starting from the frame are superimposed on the

image. Figure 4.8(f) shows the trajectories of the angular positions φ1(t) and φ2(t) and confirms the

counter-rotation over a longer time. The experimentally observed counter-rotation for an 8NP OM

machine suggests that these OM machines can be realized for a broader range of array geometries.
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4.6 High-index dielectric optical matter machines

It is possible to build an OM machine out of dielectric nanoparticles – which have received

attention in the photonics community for their tunable Mie resonances [114] – instead of plasmonic

(Ag or Au) particles. High-index dielectric materials such as silicon (Si) are good candidates due

to their enhanced scattering and sharp resonances. At λ = 800 nm, silicon can be approximated

with a constant index of refraction n = 3.7. Figure 4.9(a) shows the construction of the Si OM

machine, where the gear particles are now larger than the probe particle. Unlike the plasmonic

machine, this Si OM machine is stable and does not suffer the same intrusive dynamics. This unique

behavior is likely due to the presence of a significant magnetic dipole mode for Si nanoparticles, see

Figure 4.9(b).

Figure 4.9: Realization of a silicon optical matter machine in simulation. (a) Snapshot of the
machine with a gear made of 90 nm radius Si particles and an Si probe of radius 75 nm. (b) Multipolar
scattering of the 90 nm radius Si particle. (c) Angles of the gear and probe over a simulation.

Angles of the gear and probe in the Si machine are shown in Figure 4.9(c). Similar to the

plasmonic machine, the probe particle only hops in the counter-clockwise direction. Unlike the

plasmonic machine, the gear spins much faster and with a negative torque such that counter-rotation

of the gear–probe machine is not observed.

The presence of magnetic modes changes the binding interactions as well as the outgoing angular

momentum. In the plasmonic machine, the e7,7 mode emerged due to a collection of induced electric

dipoles. The high-index dielectric machine has, in addition to the e7,7 mode, the m7,7 mode due to a

collection of induced magnetic dipoles. Thus, the probe particle now has two channels with m = 7

that it can couple into, one that is electric in nature and the other that is magnetic in nature.
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The performance of plasmonic and high-index dielectric machines can be compared by computing

the efficiency of each machine under the same beam conditions. The efficiency of the OM machine

can be defined as the rate of thermal hopping of the probe around the OM gear

E = lim
t→∞

(
φ2(t)− φ1(t)

t

)
(4.11)

In general, E depends on the power of the incident beam. The power also effects the hexagonal order

of the gear, which determines how well it operates as an SAM–OAM converter. Figure 4.10 shows

E(P ) of the machine and ψ6(P ) of the gear for Ag, Au, and Si materials.
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Figure 4.10: Demonstrating the stochastic nature of the optical matter machine. (top) ψ6 of the
gear as a function of the incident power for three different materials. (bottom) Efficiency of the
machine as a function of the incident power. Each circle is a simulation result, with 5 simulations
performed per power; solid lines are an average fit.

At low powers, ψ6 trends to zero since the binding energy is not large enough to keep the gear

together as a rigid unit. ψ6(P ) increases with power and converges to a value less than unity; even

at high powers, the probe particle outside the gear distorts the hexagonal symmetry of the gear.

ψ6(P ) is approximately the same for all 3 OM machines.

As the power goes to zero, E(P ) goes to zero since the machine is not operable if the gear is not
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a stable unit. On the other hand, as the power gets larger E(P ) goes to zero since some thermal

energy is required for the probe to hop and be driven. Consequently, the machine’s efficiency is a

maximum at some finite power and each of the 3 machines reach peak efficiency at different powers.

This type of power dependence is expected of stochastic machines.

The Si machine is about 5× more efficient than the plasmonic machines and continues to operate

at higher powers (P > 100mW). This is likely due to the fact that the probe particle is smaller than

the gear particles and is thus more susceptible to thermal fluctuations. Additionally, the m7,7 mode

provides an additional channel of orbital angular momentum for the probe to couple into.

4.7 Conclusion

In this chapter, the orbital torque acting on an optically bound optical matter array in circularly

polarized light was discussed. The net torque can be either positive or negative depending on the

number of particles, their lattice spacing, and the incident wavelength of light. A multipolar analysis

of the angular momentum scattered by the OM array is used as a theory to measure recoil torques

and the directionality of outgoing field momentum.

An optical matter (OM) stochastic machine capable of doing work was realized using the non-

conservative forces that emerge from a spin–orbit angular momentum conversion. The OM machine

converts the incident spin angular momentum of the optical beam into outgoing orbital angular

momentum through the collective scattering resonance of optically assembled NP arrays in an optical

trap. Analysis of the scattered light reveals that the collective scattering resonance is composed of a

multitude of modes, but only a few modes are significant in terms of outgoing angular momentum,

specifically the e7,7, e5,−5, and m6,−5 modes. This OM gear is part of an OM machine that can

transfer the angular momentum scattered in the transverse direction by its collective modes.

The OM machine operates on two principles. First, the 6-fold rotational symmetry of the OM

gear allows it to convert the minc = 1 spin angular momentum of incident light into m = 7 orbital

angular momentum scattered into the transverse plane. This generates a counter-clockwise angular

driving force on the probe particle, at the expense of a clockwise (negative torque) rotation of the

OM gear, consistent with angular momentum conservation. Secondly, the optical binding interactions

of the OM gear give rise to a path for the probe particle’s orbital motion with 6 stable positions.
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The probe is transported in the counter-clockwise direction: Brownian forces activate the particle

out of a stable location while the asymmetric force field from the OM gear creates a bias, reminiscent

of the concept of a Brownian ratchet [37, 113]. An all-dielectric optical matter machine was realized

and shown to be more efficient than its plasmonic counterpart.

In principle, larger OM machines can be designed by increasing the size of the gear (more

particles) or by combining multiple smaller gears. It was sufficient to consider q ∈ [−1, 0, 1] in

Equation (4.10) for the 7NP structure studied here, but larger gears can access larger outgoing

m. With the 6-fold symmetry of hexagonal ordering, modes such as e13,13 can be accessed which

can create greater OAM and a flatter angular profile than the e7,7 mode considered here. Such

self-assembling OM machines provide a new and flexible way of controlling and driving matter at

the nano-scale, including applications in nanofluidics and particle sorting [115].

4.A Hydrodynamic coupling interactions (RT coupling)

Figure 4.11: Effects of hydrodynamics and anisotropy on the net torque on arrays of 2–7 nanoparti-
cles (Ag, Au, and Si). Generally, hydrodynamic RT coupling exerts a positive torque on the spinning
array. Anisotropy increases the spinning of individual nanoparticles, causing stronger RT coupling.
Parameters: w0 = 2000 nm, P = 50mW, RNP = 75 nm, λ = 800 nm, rz/rxy = 1.2 for anisotropic
particles.

Stokesian dynamics is an extension of Langevin dynamics that incorporates the hydrodynamic

coupling interactions due to fluid flow in the medium. [95] In particular, rotation-translation (RT)

coupling has been shown to be an important consideration. [116] Particles that are spinning in
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circularly polarized light will generate vorticity flows in the fluid that can couple into the translational

motion of other particles.

Electrodynamic interactions leads to a net torque on optical matter arrays that can be positive

or negative. RT coupling will generally add a positive orbital motion because the spinning torque

acting on each particle is always positive. There is also some translation-translation (TT) coupling

that will have the same sign as the orbital motion. It is thus possible to have array that spins with

negative torque without hydrodynamic coupling, but spins with a positive torque with hydrodynamic

coupling interactions turned on.
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Figure 4.12: Hydrodynamic interactions in the OM gear – probe particle system. (a) The spinning
of the particles inside the OM gear leads to translational fluid flow at the probe particle (hydrodynamic
RT coupling). (b) Ensemble results (over 20 trajectories) for the angles of the OM gear and probe
over time.

Figure 4.11 shows the net torque acting on arrays of 2–7 optically bound particles with hydrody-

namic interactions turned on and off for 3 different materials. It is notable that Ag and Si have very

little absorption compared to Au, and consequently Au particles spin faster which leads to stronger

RT coupling. This assumes the particles are spherical; anisotropic particles (spheroids) will have a

spin torque even if they do not absorb. Hydrodynamic RT coupling is seen to be much stronger for

anisotropic particles than for isotropic ones. For silver and gold spheroids (aspect ratio 1.2), the

cross-over from positive to negative torque happens at a higher number of particles than it does for
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spherical particles.

In the OM machine, the Ag nanoparticles are spinning with a positive torque due to the incident

spin of the RHC polarized light. This spinning leads to vorticity in the surrounding fluid that can

generate additional translational motion of the probe particle, see Figure 4.12(a). Figure 4.12(b)

shows the angles of the OM gear and probe, averaged over an ensemble of 20 trajectories. The

hydrodynamic coupling causes the OM gear to rotate with a positive angular velocity, as opposed to

the negative angular velocity without hydrodynamic coupling in Figure 4.8(d). However, we still

obtain the clockwise biased hopping of the probe particle. Note that the hydrodynamic interactions

implemented here do not take into account the water–glass interface, which might have a significant

effect. [117]

4.B Constructing other types of optical matter machines

Figure 4.13: Constructing larger optical matter machines and patterned optical matter machines.
(left) Simulation of a larger optical matter machine. The gear consists of 19 nanoparticles (150 nm
diameter Ag particles), with a single probe particle on its periphery (200 nm diameter Ag particle).
(right) Simulation of a patterned optical matter machine. The gear consists of 6 immobile particles
arranged in a five-fold symmetric array, while the probe particle is free to move in the presence of
the optical field.

The optical matter machine realized in this chapter can be realized in other configurations. Since

optical matter arrays can, in principle, have any number of particles, the OM gear in the machine

can be larger than the seven particle version considered before. A larger OM gear may offer several

advantages over a smaller OM gear. Firstly, surface lattice resonances are known to emerge in larger
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arrays that enhance the stability of optical matter arrays (demonstrated in Chapter 2). Secondly,

the OM gear can access higher order multipolar modes, such as e13,13, e19,19, etc. These higher

order modes carry larger quantities of angular momentum in an increasingly flat angular scattering

profile. Consequently, the probe particle can be driven more aggressively with a larger OM gear. A

simulation of an OM machine with an OM gear consisting of 19 particles is shown in Figure 4.13.

Another intriguing idea is to build OM gears by patterning the nanoparticles on the glass–water

interface. In this way, the gear particles become immobile and only the probe particle moves in the

presence of optical driving forces. The patterned OM gear effectively creates a non-conservative

optical force field landscape for the probe particle to be driven in. A unique advantage of this

approach to OM machines is that we are no longer restricted to the 6-fold symmetry that manifests

in the non-patterned machines – the positions of the particles in the OM gear can be chosen freely.

Figure 4.13 shows a simulation of a patterned OM machine where the OM gear consists of a 5-fold

symmetric array. In such a machine, the e6,6 mode becomes the dominant driving force acting on

the probe particle.
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CHAPTER 5

MATTER-RADIATION INTERACTIONS WITH OPTICAL SCALAR AND

VECTOR BEAMS

In the previous chapters, optical matter arrays were constructed via their optical (electrodynamic)

interactions. The resulting arrays often behaved in some collective way, such as the emergence of

surface lattice resonances or converting spin into orbital angular momentum. This chapter introduces

the theory of collective electrodynamic excitations. The theory begins with the case of a single

sphere (Mie theory), followed by an anisotropic spheroid (T-matrix theory), and finally arrays of

nanoparticles (generalized multiparticle Mie theory).

To study different kinds of electrodynamic excitations, it is useful to introduce vector beams.

[67, 118] Vector beams provide a unique polarization state compared to linearly polarized Gaussian

beams that can excite modes not otherwise accessible. The light-matter interactions between vector

beams and nanoparticle arrays leads to selection rules for the allowed scattering modes of the array.

For example, an azimuthally polarized vector beam can be used to selectively excite the magnetic

modes of the array.

By moving away from far-field interactions towards near-field coupling, the collective electrody-

namic modes become greatly enhanced. This principle is used to construct a core-satellite meta-atom

that has a magnetic mode at optical frequencies. [60, 119–122] These meta-atoms are potential

candidates for the building blocks of meta-fluids and meta-materials (specifically, negative index

meta-materials that have a negative bulk permittivity and permeability [123–125]), which have

potential novel applications, including designing superlenses that enable imaging below the diffraction

limit [126, 127] and engineering optical cloaking devices. [128, 129]

In Appendix 5.A, the interaction of vector beams with gold dimers is used to excite dark

plasmon modes. [61, 130] In Appendix 5.B, radially polarized beams are shown to selectively excite

electrodynamic anapole modes – modes with electron current excitations that have no radiative

losses – in a silicon sphere. [131, 132] In Appendix 5.C, the computational method of the multipole

expansion is demonstrated using the Finite-Difference Time-Domain (FDTD) method.
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5.1 Multipolar content of optical scalar and vector beams

In the general case of N particles illuminated by an arbitrary source, the fields around each

particle can be expressed as a sum over the vector spherical harmonic wavefunctions (VSHW), which

are a complete basis set for the piecewise homogeneous vector Helmholtz equation [67]

Ej
src = −

Nmax∑
n=1

n∑
m=−n

2∑
r=1

iEmnp
j,src
mnrN

(1)
mnr (5.1a)

Ej
inc = −

Nmax∑
n=1

n∑
m=−n

2∑
r=1

iEmnp
j,inc
mnrN

(1)
mnr (5.1b)

Ej
scat =

Nmax∑
n=1

n∑
m=−n

2∑
r=1

iEmnp
j,scat
mnr N

(3)
mnr (5.1c)

Ej
src is the field of the incident source at particle j, Ej

inc is the incident field at particle j that

includes the source and all other particles, and Ej
scat is the field scattered by particle j. We call

N
(3)
mnr the electrodynamic scattering modes of the particle and N (1)

mnr the electrodynamic incident

modes.

Given the electric fields of the incident source, Esrc(r), the source can be decomposed into its

expansion coefficients by integration around particle j

pj,srcmnr = i

∫
ΩE

src ·N (1)∗
mnr dΩ

Emn〈N (1)
mnr,N

(1)
mnr〉

(5.2)

where Ω is a closed surface around particle j. To decompose arbitrary beams into the VSHW

coefficients, it is easiest to use the angular spectrum of the beam to carry out the integral Equa-

tion (5.2). In the angular spectrum representation, beams are represented on a far-field hemisphere

and the near-fields are computing using a Fourier transform. The angular spectrum of Gaussian,

Hermite-Gaussian, and Laguerre-Gaussian beams are provided in Appendix C.
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Beam polarization Electric field Decomposition (origin)

Linear (x̂) HG00(r)x̂ psrcmnr = 0 if m 6= ±1

Azimuthal HG01(r)x̂−HG10(r)ŷ psrcmnr = 0 if m 6= 0, r 6= 1

Radial HG10(r)x̂+ HG01(r)ŷ psrcmnr = 0 if m 6= 0, r 6= 0

Shear HG01(r)x̂+ HG10(r)ŷ psrcmnr = 0 if m 6= ±2

Table 5.1: Electric fields and VSHW decomposition of the scalar and vector beams. The decompo-
sition rules are valid at the origin (center) of each beam.

Cylindrical vector beams (CVB) are of great interest due to their unique position-dependent

polarization state.[67, 133]. The CVBs are created from linear combinations of the lowest-order

Hermite-Gaussian modes. Together with the linearly polarized beam, they are given by the expressions

in Table 5.1.

Each beam has a decomposition rule when Equation (5.2) is applied to beam at the center of

the beam. Linearly polarized light has access to any electrodynamic scattering mode with m = ±1,

where the contributions from each sign are equal since the light does not carry angular momentum.

Azimuthally polarized light has the rule that m = 0 in addition to r = 1, i.e. azimuthal beams only

support magnetic modes. Similarly, radially polarized light has the rule that m = 0 and r = 0,

i.e. radial beams only support electric modes. Lastly, the shear polarized beam has access to any

electrodynamic scattering mode with m = ±2. Shear beams can support electric or magnetic modes,

with the interesting caveat that it does not support dipolar modes (n = 1) since it cannot have

m ∈ −1, 0, 1.

The beams are named after their electric field polarization states, which are shown in Figure 5.1.

The intensity of the CVBs at the focus are doughnut shaped since the polarization state at the

center is not defined.

5.2 Selection rules for isotropic scatterers: generalized Lorenz-Mie theory

In the original Mie theory, a linearly polarized plane-wave illuminates a sphere and the boundary

condition on the sphere is met using the VSHW functions. This allows only modes with m = ±1 to

be scattered by the sphere. The generalized Lorenz-Mie theory (GLMT) is an extension of the Mie
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Figure 5.1: Scalar and vector beams at the focal plane with w0 = 1 µm. (a) x-polarized Gaussian
beam. (b) Radially polarized vector beam. (c) Azimuthally polarized vector beam. (d) Shear
polarized vector beam.

theory for arbitrary illumination of the spherical particle. [71] The relationship between the incident

coefficients of the beam and the scattered coefficients of the particles is

pscatmnr = anrp
inc
mnr (5.3)

where anr are the Mie coefficients of the particle and pincmnr is computed using Equation (5.2) around

the center of the particle. In GLMT, the particle can scatter electrodynamic modes with m 6= ±1

provided the incident source carries those electrodynamic modes.

A set of selection rules for the allowed scattering modes is determined by combining Equation (5.3)

with the scalar beam and CVB decomposition rules in Table 5.1. With the azimuthal beam, the

sphere has its electric modes suppressed and is only allowed to scatter magnetic modes. The radial

beam does the inverse, suppressing the magnetic modes and only exciting electric modes in the

sphere. The shear beam will excite electric and magnetic modes, but it will not excite any dipole

82



modes.

A 200 nm diameter silicon (Si) spherical particle is used to demonstrate these selection rules.

Because Si is a high-index dielectric, it supports electric and magnetic dipole and quadrupole modes at

optical frequencies and is therefore useful in combination with scalar and vector beams. Figure 5.2(a)

shows the total scattering of the particle by each type of beam. The linearly polarized beam is seen

to excite three resonances in the visible wavelengths. Each of the vector beams selectively excites a

subset of these resonances.

Figure 5.2: Scalar and vector beam illumination of a 200 nm diameter spherical silicon nanoparticle.
(a) Total scattering cross-sections for each type of scalar and vector beam. (b-e) Multipolar scattering
of the nanoparticle for each type of beam. eD = electric dipole, mD = magnetic dipole, eQ = electric
quadrupole, mQ = magnetic quadrupole.

Figure 5.2(b-e) shows the scattering per multipolar mode for each of the beams. This verifies the

selection rules determined earlier. The resonance frequencies of the modes for each beam illumination

condition does not change, although the relative amplitudes of the multipolar modes are seen to

change. Because the shear beam has no dipolar mode excitation of the nanoparticle, the particle

experiences essentially no scattering at longer wavelengths since the quadrupole modes vanish.

5.3 Selection rules for anisotropic scatterers: T-matrix theory

The GLMT can be further generalized to that of non-spherical particles using transfer matrix

(T-matrix) theory. In the T-matrix theory, the boundary condition of Maxwell’s equations are met
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on the surface of the scatterer by numerically intergrating projections of the VSHW functions over

the surface of the object. [76] For an arbitrary non-spherical particle, the relationship between the

incident and scattered field coefficients is

pscatα = Tαβpincβ (5.4)

where Tαβ is the particle’s T-matrix and maps every possible incident field into every possible

outgoing field.

Symmetries in the particle can reduce the number of non-vanishing T-matrix elements. In the

case of axisymmetric particles (spheroids, cylinders), the azimuthal integral in the surface integrals

can be carried out analytically. For these particles, the T-matrix becomes block-diagonal

pscatmn1

pscatmn2

 =

Tnm1n′m′1 Tnm1n′m′2

Tnm2n′m′1 Tnm2n′m′2


pincmn1

pincmn2

 =

T ee
nmn′m′ 0

0 T mm
nmn′m′


pincmn1

pincmn2

 (5.5)

The selection rules that applied to the spherical particle are still partially applicable to spheroids.

The radial beam can still only support electric modes, and the azimuthal beam can only support

magnetic modes. The shear beam similarly cannot access dipole modes. However, even when the

incident light only carries m = ±1, a non-spherical particle can now have m 6= ±1 modes excited.

Taking the Si sphere from the previous section, it can be stretched into a spheroid. Consider

the case of minor and major radii rxy = 75 nm and rz = 125 nm. Figure 5.3(a) shows the scattering

response of this particle from each type of beam where the major axis of the particle is oriented

along the x-direction. The multipolar scattering for each beam, Figure 5.3(b-e), reveals that the

electric-magnetic selection rules are still valid.

However, unlike in Figure 5.2, the resonances generated by the CVBs do not align with those

generated by the linearly polarized beam. This is due to the anisotropy of the particle and the type

of electromagnetic modes that can be supported in its interior. For example, the azimuthal beam

generates a magnetic dipole current in the xy-plane, which has an elliptical cross-section of 75 nm

by 125 nm. The linearly polarized beam generates a magnetic dipole in the xz-plane, which has a

circular cross-section of radius 75 nm. These two magnetic dipoles have a different orientation and a
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Figure 5.3: Scalar and vector beam illumination of a prolate spheroidal silicon nanoparticle with
rxy = SI75nm and rz = 125 nm with its major axis oriented along the x-direction. (a) Total
scattering cross-sections for each type of scalar and vector beam. (b-e) Multipolar scattering of the
nanoparticle for each type of beam. eD = electric dipole, mD = magnetic dipole, eQ = electric
quadrupole, mQ = magnetic quadrupole.

different geometry in the particle, so their resonances do not align. This is similarly true for electric

dipole modes and the radial beam, as well as quadrupole modes with the shear beam.

5.4 Collective electrodynamic scattering modes of nanoparticle arrays

The GLMT can be extended to a collection of N particles, known as the generalized multiparticle

Mie theory (GMMT). [74] In GMMT, the goal is to find the expansion coefficients of every particle,

pscatα , given a driving source field with expansion coefficients psrcα . The particle interactions can be

written in a matrix equation that uses the VSHW translation theorem that translates the scattering

coefficients around one origin and converts them to a different set of incident coefficients around a

different origin. [75] This leads to the following interaction equation

pj,incα = pj,srcα − T jlαβp
l,inc
β (5.6)

where T jlαβ is the particle aggregate T-matrix. This T-matrix is different from the single-particle

T-matrix defined earlier; its block diagonal entries are the T-matrices of individual particles while

its block off-diagonal entries represent the coupling between particles. By setting pj,incα = δαβδjlp
l,inc
β ,

85



the interaction equation can be rewritten in the standard form for linear systems, [A]x = b, and has

the solution

pj,incβ =
[
δαβδjl + T jlαβ

]−1
pl,srcα = Ajlαβp

l,src
β (5.7)

where Ajlαβ (referred to as the A-matrix) provides the incident coefficients given the source coefficients

at each particle. The scattering coefficients for each particle are then given by Equation (5.3) (for

spheres) or Equation (5.5) (for non-spherical particles).

The A-matrix can be diagonalized to obtain its eigenvalues, ajα, and eigenmodes, [p]j,srcα ,

pj,incα = ajα [p]j,srcα (5.8)

In the eigenmode representation, the incident field coefficients at a particle are a constant multi-

plier (the eigenvalue) of the source field coefficients. The magnitude of the eigenvalue, |ajα|, is a

dimensionless measure of the strength of the electrodynamic coupling of that eigenmode.

The eigenmodes can be partially visualized by looking at the magnitude and polarization of

the induced electric dipoles in every particle of an array. Figure 5.4 shows the twelve eigenmodes

corresponding to the largest eigenvalues for seven silicon nanoparticles in a hexagonal array. The

strongest mode, Figure 5.4(a), has all of the induced dipoles in the z-direction. The next strongest

modes, Figure 5.4(b,c), are elliptically polarized dipoles in the xy-plane, all of the same handedness

(red is right-handed, blue is left-handed). The next mode, Figure 5.4(d), has a dark central particle

and radially polarized particles for the outer particles.

In principle, any of these modes be excited by an incident source, but many of the modes can be

dark modes, i.e. modes not accessible through plane-wave illumination. For example, the radial mode

in Figure 5.4(d) cannot be excited by any plane-wave, but a radially polarized beam can excite this

mode.

For arrays of nanoparticles, the selection rules determined earlier for the single particle case

do not generally apply except in certain situations. The total field scattered by the array can be

represented around a single origin with a single set of scattering expansion coefficients, pclusterα . This

is obtained by translating the scattering coefficients of each particle, solved for in Equation (5.7), to
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Figure 5.4: Eigenmodes of the interaction matrix A for seven 200 nm diamter silicon nanoparticles
in hexagonal packing with δ = 600 nm. The polarization shown is either in-plane linear (lines),
in-plane elliptical (ellipses where blue is RHC and red is LHC), or out-of-plane linear (× symbols).
The particles are colored by the magnitude of their induced dipole (dark to yellow). Only the
eigenmodes corresponding to the 12 highest eigenvalues of A are shown.

a single origin

pclusterα = A
(1)0j
αβ pj,scatβ (5.9)

In this representation, the collection of nanoparticles is treated as a single scattering object. That

collection has its own T-matrix, referred to as the cluster T-matrix and defined such that

pclusterα = T cluster
αβ p0,src

β =

T cluster
nm1n′m′1 T cluster

nm1n′m′2

T cluster
nm2n′m′1 T cluster

nm2n′m′2


pincmn1

pincmn2

 (5.10)

That is, the cluster T-matrix treats the system of particles as if it were a single scattering object,

hiding the internal details. In general, the off block-diagonal elements no longer vanish and it is no

longer generally true that the azimuthally polarized beam only excites magnetic modes, the radially

polarized beam only excites electric modes, etc.
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Figure 5.5(a) shows the scattering of a hexagonal array composed of Si nanoparticles for each

beam type. Unlike before, it does not appear that the CVBs are selectively exciting certain resonances

excited by the linear beam. Figure 5.5(b-e) show the multipolar scattering for modes with n ∈ 5, 6, 7,

and the radially polarized beam is seen to excite a weak m6 mode and the azimuthally polarized

beam excites a weak e6 mode. However, it is significant to note that the resonance near 800 nm is

primarily electric in nature for the radially polarized beam (e5 and e7 modes) and primarily magnetic

in nature for the azimuthally polarized beam (m5 and m7 modes). This has a large effect on the

spectral width of this resonance.

Figure 5.5: Scalar and vector beam illumination of seven 200 nm diamter silicon nanoparticles in
hexagonal packing with δ = 600 nm. (a) Total scattering cross-sections for each type of scalar and
vector beam. (b-e) Multipolar scattering of the nanoparticle for each type of beam. eD = electric
dipole, mD = magnetic dipole, eQ = electric quadrupole, mQ = magnetic quadrupole.

In these optical matter systems, we know that the electrodynamic coupling can be strong due to

surface lattice resonances, which must be reflected in the A-matrix. As a measure of the strength

of potential electrodynamic coupling, consider the maximum possible eigenvalue of the A-matrix

(this assumes the eigenmode is excited by the source). Figure 5.6 shows this coupling strength as a

function of lattice spacing δ for a larger array of 37 silver nanoparticles in hexagonal packing. A

peak emerges near δ = 600 nm, suggesting that such a lattice resonance is reflected in the A-matrix

and is near the optical binding serparation.

Interestingly, as the surface-to-surface distance is reduced to zero in Figure 5.6, the maximum
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magnitude of the eigenvalues approaches ∼ 65 (modes with eigenvalues greater than 1 are considered

”strongly“ coupled modes). This near-field coupling is significantly stronger than the mid-field

coupling at the surface lattice resonance. This result is not too surprising since plasmonic particles

are known to have greatly enhanced near-field magnitudes due to their plasmon resonance, which

results in greatly enhanced coupling between nearly-touching particles. [61, 134] These small

separations cannot be easily realized in the world of optical matter where particles are free to move.

However, this limit of near-field coupling is of interest in plasmonics where particle positions are

fixed by chemical means. In the next section, these near-field interactions are realized and their

illumination with CVBs is considered.
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Figure 5.6: The maximum eigenvalue of the A matrix as the lattice spacing of an array is changed.
The array is composed of 150 nm diameter Ag spherical particles and is illuminated by a circularly
polarized plane-wave with λ = 800 nm.

5.5 Core-satellite meta-atom: optical magnetism at the nanoscale

A core-satellite nano-structure is specially designed such that small spherical metallic particles

(the satellites) decorate the surface of a larger dielectric sphere (the core). The overall size of the

core-satellite is sub-wavelength, and we therefore refer to it as a “meta-atom”. The core-satellite

meta-atom can potentially be used as a building block for meta-materials. The goal is to pack as
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Figure 5.7: The core-satellite meta-atom in experiment and simulation. (a) Experimental TEM
image of a core-satellite met-atom with Au nanoparticles on a silica core. Scale bar is 50 nm. (b)
Construction of core-satellite meta-atom in simulation using the random placement algorithm. (c)
Construction of the core-satellite meta-atom using the ordered placement algorithm.

many satellite particles on the core’s surface that are not touching one another so that the coupling

strength (eigenvalues of A) is maximized. Figure 5.7(a) is a TEM image of an experimentally realized

core-satellite with Au satellite particles and an SiO2 core. [120]

In simulation, two types of core-satellite meta-atoms are considered: those with randomly

positioned satellite particles and those with an ordered arrangement. To build a random arrangement,

positions on the surface of the sphere (i.e. the SiO2 dielectric core) are randomly and uniformly

sampled by choosing two uniform random variables φ = U [0, 2π] and τ = U [−1, 1], and setting

θ = cos−1(τ). If the radius of the dielectric core is r1 and the radius of a nanoparticle is r2, then a

metal nanoparticle is placed at spherical coordinates (r1 + r2, θ, φ). The nanoparticle is placed only if

it satisfies a minimum surface-to-surface separation distance of dsep between all other nanoparticles.

This process is repeated until Np nanoparticles have been placed. A random core-satellite meta-atom

is shown in Figure 5.7(b).

Ordered core-satellite meta-atoms are built via a minimum potential method, wherein each

nanoparticle has a (fictitious) charge of +1. The potential energy of the system is

U(θi, φi) =
∑
i<j

Np∑
j=1

1

dij
(5.11)

where dij is the distance between particle i and particle j. U(θi, φi) is then minimized by gradient
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descent in 2Np–dimensional configuration space. The computed spherical coordinates (r1 + r2, θi, φi)

are then used to create a core-satellite meta-atoms with an ordered nanoparticle arrangement. An

ordered core-satellite meta-atom is shown in Figure 5.7(c).

Fig. 5.8(a) shows the total scattering spectra of a SiO2-Ag core-satellite meta-atoms resulting

from excitation by a linearly polarized beam and each of the three vector beams. Compared to the

linearly polarized beam scattering, the azimuthally polarized beam exhibits enhanced scattering

at 1.8 eV and the radially polarized beam has enhanced scattering at 2.8 eV. The beam has total

scattering similar to that of the linearly polarized beam. A corresponding absorption spectrum for

linearly polarized light and each vector beam is shown in Fig. 5.8(b). The absorption under vector

beam illumination is found to also be enhanced relative to the absorption under linearly polarized

beam excitation.

Fig. 5.8(c) shows the corresponding multipolar scattering for each of the four beams. The

multipolar scattering of each vector beam excitation from the core-satellite meta-atoms is compared

to the corresponding modes excited by the linearly polarized beam on the same y-scale. For linearly

polarized beam excitation, the magnetic modes (bottom row) are stronger than the electric modes

(top row) and occur at lower energies.

The magnetic modes of the radially polarized beam are weaker than the corresponding magnetic

modes excited by the linearly polarized beam by a factor of 6. However, the electric modes of the

radially polarized beam are enhanced by up to a factor of 8 relative to the electric modes from

linearly polarized beam excitation. This multipolar analysis reveals that the radially polarized beam

selectively excites and enhances the electric modes of the system.

By contrast, the azimuthally polarized beam selectively excites magnetic modes and enhances

them up to a factor of 7 relative to the magnetic modes vs. linearly polarized beam excitation. The

electric modes are weak under azimuthally polarized light relative to the electric modes excited

by linearly polarized light, except in the energy range 1.6 eV to 2.2 eV, where the electric octupole

mode is slightly enhanced. These enhancement factors for radially and azimuthally polarized beam

excitations explain the corresponding enhancements in the total scattering in Fig. 5.8(a) at 1.8 eV

and 2.8 eV.

For excitation with a shear polarized beam, both electric and magnetic modes are found to
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Figure 5.8: Scalar and vector beams have different selectivity in exciting, enhancing, and orienting
the optical modes of the randomly arranged 165 nm radius core-satellite meta-atoms. (a) Total
scattering efficiency for each type of beam. (b) Absorption efficiency for each type of beam. (c)
Multipole scattering for each vector beam compared to scattering from a linearly polarized beam.
The first row shows the electric modes and the second row shows the magnetic modes. Each axis
has a multiplier to indicate its enhancement relative to the linearly polarized beam excitation, i.e.
the azimuthally polarized beam enhances the magnetic dipole by a factor of 2 and the magnetic
quadrupole by a factor of 4 over the corresponding linearly polarized beam modes. The labels
indicate the multipolar mode: e = electric, m = magnetic, D = dipole, Q = quadrupole, O =
octupole, H = hexadecapole. (d) Angular distribution of |E(θ, φ)|2 for different modes and beam
excitations.

be enhanced vs. the modes from linearly polarized beam excitation, except the modes of dipolar

order. Thus, the shear polarized beam selectively excites and enhances modes of quadrupole order

or higher, both electric and magnetic modes. The enhancement factor of these modes is around 2 to

3, somewhat smaller than the enhancement factors from azimuthally and radially polarized beams.
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The meta-atom approximately obeys the selection rules that were derived for a perfectly spherical

(isotropic) particle. Although the meta-atom does not have perfect spherically symmetry it does

have it in some approximate sense, i.e. the scattering of the meta-atom due to a plane-wave is

approximately independent of the k-vector direction. This means that the cluster T-matrix of

the meta-atom, Equation (6.38), has non-zeros diagonal elements and relatively weak off-diagonal

elements. The disorder of the satellite particles mean that the selection rules are not exactly valid.

When the meta-atom is created using the ordered creation algorithm, it is much closer to being an

isotropic scatterer.

Fig. 5.8(d) shows the angular distribution of the scattering intensity for different beams and

multipolar modes. The linearly x-polarized beam excites an x-oriented electric dipole and y-oriented

magnetic dipole. The electric dipole selectively excited by the radially polarized beam is oriented

along the z-axis (the beam axis). Similarly, the magnetic dipole selectively excited by the azimuthally

polarized beam is oriented along the beam axis. The associated distributions of scattered radiation

can have important effects in experiments that only measure scattering intensity over a finite

collection angle in a particular direction (e.g. forward, backward, perpendicular to the beam axis,

etc.).

The magnetic quadrupole mode is also shown to be of a different nature in the case of shear

polarized beam excitation. Any quadrupole mode can be expressed as a sum of 5 distinct quadrupole

modes, denoted by m = −2,−1, 0, 1, 2. Different values of m correspond to different angular

distributions of the quadrupole mode. The quadrupole mode excited by the linearly polarized

beam contains equal parts of m = −1 and m = 1, while the mode excited by the shear polarized

beam contains equal parts of m = −2 and m = 2. The magnetic quadrupole mode excited by the

azimuthally polarized beam (not shown) only contains the mode with m = 0. Thus, each of the

beams selectively excites a different kind of magnetic quadrupole. Similar results are obtained for

the electric quadrupole mode excited by the linear, radial, and shear polarized beams.

To understand the spectroscopy of the core-satellite meta-atom and assign identities to spectro-

scopic features, meta-atoms of increasing nanoparticle density are constructed. The progression of

some features also give insight into the collective magnetic modes being excited in the core-satellite

meta-atom. Starting with 5 silver nanoparticles (40 nm diameter) placed randomly on the surface of
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a dielectric core of radius 120 nm, additional nanoparticles are repeatedly added five at a time until

95 nanoparticles are placed, which corresponds to roughly maximum random packing density. A

scattering spectrum for each of these meta-atoms is shown in Fig. 5.9(a).

Figure 5.9: Emergence of optical magnetism in core-satellite meta-atoms with increasing nanoparti-
cle density. (a) Scattering intensity by linearly polarized beam excitation of core-satellite meta-atoms
with increasing nanoparticle coverage. The 2.9 eV peak corresponds to the single dipole resonance of
a 40 nm Ag nanoparticle. The 1.8 eV magnetic dipole peak emerges at high nanoparticle coverage.
(b) Multipole scattering for N = 45 nanoparticles. (c) Multipole scattering for N = 80 nanoparticles.
This identifies the 1.8 eV peak in (a) as a magnetic mode. The magnetic dipole and magnetic
quadrupole modes in (c) red-shift 0.3 eV relative to (b).

The major scattering feature for low particle densities (5 to 15 nanoparticles) occurs at 2.9 eV. This

mode corresponds to the plasmon resonance of individual 40 nm Ag spheres since the nanoparticles

are spatially separated enough to minimize near-field interaction. As the nanoparticle density

increases (from 20 to 80 nanoparticles), features (modes) emerge at 2.2 eV and 2.5 eV due to near-

field interactions. A new mode at 1.8 eV emerges at the highest densities (85-95 nanoparticles). This

is the magnetic mode of the core-satellite that only occurs when the density is large enough that

near-field interactions can generate a collective excitation around the core perimeter.

These assignments stem from a multipolar analysis performed for two clusters, one with Np = 45

(Fig. 5.9(b)) and one with Np = 80 (Fig. 5.9(c)). At the lower nanoparticle density, magnetic dipole

and magnetic quadrupole modes are present and have a peak around 2.2 eV and additional features

at higher energy. The intensity of these modes is slightly larger than electric quadrupole and electric
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octupole modes present at higher energies. At the higher nanoparticle density, the two magnetic

modes red-shift by about 0.3 eV relative to what was observed in the lower density meta-atom. The

intensity of these magnetic modes are enhanced by about a factor of 4 relative to the lower density

meta-atom, while the electric modes remain of similar magnitude. Thus, the emergence of the

magnetic mode at 1.8 eV can be understood as a magnetic dipole–magnetic quadrupole pair that

red-shifts and intensifies rapidly with increasing nanoparticle density.

The meta-atoms scatter light such that the forward scattering is much stronger than the backward

scattering across all permutations for both linearly and azimuthally polarized light. The dominant

scattering modes at low energies are magnetic dipole and magnetic quadrupole modes. The weak

back-scattering can be understood by looking at the interference of these two modes. The scattering

intensity of a field from an electric and magnetic mode is

|almNlm + bl′m′Ml′m′ |2 =

electric mode︷ ︸︸ ︷
|alm|2|Nlm|2 +

magnetic mode︷ ︸︸ ︷
|bl′m′ |2|Ml′m′ |2

+ almb
∗
l′m′Nlm ·M∗

l′m′ + a∗lmbl′m′N∗lm ·Ml′m′︸ ︷︷ ︸
electric – magnetic interference terms

(5.12)

Fig. 5.10(a-d) shows the angular distribution of the magnetic dipole, magnetic quadrupole, interfer-

ence term, and total scattering under linearly polarized beam excitation at 1.4 eV. Each distribution

is obtained via the terms in Eq.(5.12) and visualized in spherical coordinates. In Fig. 5.10(c), regions

of red correspond to destructive interference while blue regions correspond to constructive interference.

The dashed horizontal line separates the forward scattering (θ < π/2) from the backward scattering

(θ > π/2).

Fig. 5.10(e-h) show the same analysis for azimuthally polarized beam excitation. Although the

dipolar and quadrupolar modes have a different angular distribution than the linearly polarized

excitation (see Fig. 5.13(b)), these modes still destructively interfere in the backward direction. It is

important to keep these interference effects in mind when interpreting the results of experiments

that measure scattered light in a particular direction.
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Figure 5.10: The magnetic dipole and magnetic quadrupole modes spatially interfere affecting
the angular scattering distribution. (a-d) Angular scattering intensity by linearly polarized beam
excitation for a magnetic dipole mode (a), magnetic quadrupole mode (b), magnetic dipole and
magnetic quadrupole interference (c), and total scattering (d). (e-h) Corresponding angular scattering
intensity by azimuthally polarized beam excitation. The dashed line separates the forward and
backward scattering regions. All images are for a 1.4 eV source.

5.6 Conclusion

In this chapter, the selective excitation of multipolar modes and collective scattering modes using

scalar and vector beams was discussed. In isotropic and axisymmetric anisotropic particles, the

scalar and vector beams led to a set of selection rules for the allowed scattering modes. Linearly

polarized light can excite the electric and magnetic modes, azimuthally polarized light can only

excite magnetic modes, radially polarized light can only excite electric modes, and shear polarized

light can only excite quadrupolar and higher order modes. These selection rules do not generally

extend to collections of nanoparticles unless the collection has approximate isotropy, such as the

core-satellite meta-atom considered here.

Collections of nanoparticles are coupled and have collective electrodynamic excitations. This

was discussed analytically using T-matrix theory and generalized multiparticle Mie theory. The
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A-matrix, A, is a coupling matrix between all of the particles. Its eigenmodes correspond to all

the possible electrodynamic excitations (including dark modes) of the nanoparticle collection and

the corresponding eigenvalues measure the stength of electrodynamic coupling. The eigenvalues of

the A-matrix are seen to be enhanced in an array near the optical binding separation, and greatly

enhanced as the lattice spacing is reduced to zero and the particles become near-field coupled.

A near-field coupled collection of plasmonic particles is realized in the core-satellite meta-atom.

By packing the surface with as many particles as possible, the coupling strength is enhanced and

magnetic modes corresponding to circulation of displacement currents around the core emerge. The

design of the core-satellite meta-atom is such that it is approximately isotropic and its light scattering

properties are independent of the incident light direction, making it a good candidate for meta-fluids.

Additionally, the selection rules for the vector beams apply to the core-satellite meta-atom, and the

azimuthally polarized beam can be used to selectively excite its magnetic modes.

5.A Dark plasmons modes in gold dimers

A near-field plasmonic dimer is a useful example of the simplest possible system that exhibits

strong electromagnetic coupling. As shown in the hexagonal arrays earlier, Figure 5.4, the dimer

similarly has dark modes that are not accessible with plane-wave illumination. The vector beams

can be used to selectively excite these dark modes.

A hybridization model can be used to describe the energetics of different modes in a near-field

dimer. [135] While plane-waves can only excite dipoles in each particle that have the same orientation

and phase, the vector beams can excite dipoles that have a π phase shift. This results in a different

interparticle interaction and consequently a different amount of coupling and scattering resonance.

Figure 5.11(a) shows a TEM image of a gold near-field dimer in experiment. The scattering by

linearly polarized light in simulation and experiment, Figure 5.11(b), shows three different resonances

depending on the polarization direction. Resonances observed in Figure 5.11(c) caused by vector

beams correspond to dark modes in the dimer.

Additional information on this experiment and simulation is available elsewhere. [61]
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Figure 5.11: Measurements and FDTD simulations of the scattering spectra of an almost touching
AuNP dimer excited by scalar (linear) beams andvector beams. (a) A TEM image of a 100 nm AuNP
dimer with sub-nanometer gap. (b) Experimental (solid) and simulated (dashed) scattering spectraof
the AuNP dimer in (a), excited by linear beams parallel (x-polarized, black) and perpendicular
(y-polarized, red) to the dimer axis. The gap of theAuNP dimer is 0.6 nm in the simulations. (c)
Experimental scattering spectra of the AuNP dimer excited by azimuthally (green) and radially
(blue)polarized beams. [61]

5.B Selective excitation of electrodynamic anapoles

In anisotropic disk-shaped particles, electrodynamic anapole modes have been observed. [131]

Anapoles are a unique current excitation that result in no radiative losses. It is possible to realize

anapole modes in high-index dielectric spheres, and even selectively excite them using radially

polarized beams. [132]

A toroidal moment in a spherical particle consists of currents that circulate around a toroid, and

is given by the expression

T =
1

10c

∫
V

[
(r · J(ω))r − 2r2J(ω)

]
d3r (5.13)

The toroidal moment (T ) generates the same far-field as the electric dipole current excitation (P ) .

The total scattered electric far field is then

Escat(r, ω) =
k2

4πε0εbr
(r̂ × P (ω)× r̂ + ikr̂ × T (ω)× r̂) (5.14)

The condition for zero-scattering in the far-field (the anapole condition) is

P (ω) = −ikT (ω) (5.15)
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That is, an anapole consists of a combined cartesian dipole and toroidal dipole that produces no

radiative losses (thermal losses, if any, are still present).

Figure 5.12: Selective excitation of electrodynamic anapole modes in silicon spheres using radially
polarized beams. (a) Schematic diagram showing excitation of an Si nanosphere (d ≈ 160 nm)
with a radially polarzied beam. The currents induced in the dipole have a toroidal character. (b)
Streamlines of the total electric field. (c) Scattering spectra obtained from experiment. (d) Scattering
spectra obtained from simulation. [132]

Figure 5.12(a) shows a schematic of the induced anapole mode in a Si nano-sphere illuminated

by a radially polarized beam of light. The interior fields and scattered near-fields at the anapole

condition are shown in Figure 5.12(b). The scattering in experiment, Figure 5.12(c), is compared

with that from simulation, Figure 5.12(d). The anapole condition is met near = 500 nm, resulting in

near-zero scattering. The radial beam is seen to achieve a better anapole mode than the linear beam

since it selectively excites the electric dipole modes while suppressing the magnetic modes, resulting

in a near-perfect cancellation of the far-fields.

Additional information of the experiment, simulation method, and calculation of the toroidal

moments can be found elsewhere. [132]
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5.C Vector beams and multipolar analysis in FDTD

Scalar and vector beams can be used in the FDTD computational method as well. These sources

are generated in FDTD simulations using an electric surface current density JE(x, y) in a source

plane away from the scattering object (see Fig. 5.13). The current sources for each beam are given

the same spatial profile as the desired electric field based on the field equivalence principle [136],

JE,lin = HG00x̂

JE,azi = HG01x̂−HG10ŷ

JE,rad = HG10x̂+ HG01ŷ

JE,shear = HG01x̂+ HG10ŷ

(5.16)

These sources create vector beams that are focused at the source plane. The beam propagates to the

sample and diverges slightly at and across the sample. For this reason, the source plane is chosen to

be as close as possible to the scattering object (about 50 nm from the nanoparticle surface). This

is an inherent disadvantage of this method compared to GMMT, although it can be circumvented

using the total-field scattered-field (TFSF) formalism along with the field equivalence principle. [137]

The coordinate system is chosen such that the x and y-axes span the source plane and the

+z-axis is along the direction of propagation. In the source plane, φ denotes the angle subtended

by a vector ~r and the x-axis (see Fig. 5.13(a)). To perform the multipolar analysis, a spherical

monitor is placed around the meta-atom that collects the scattered electric and magnetic fields.

Equation (5.2) is then used to calculate the scattering expansion coefficients.

Additional information on this simulation method can be found elsewhere. [60, 138]
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Figure 5.13: Details of the FDTD simulations of core-satellite meta-atoms. (a) Simulation box,
including a core-satellite scattering object, a spherical monitor to collect the Fourier transformed
scattered fields, and a plane for the incident source. Perfectly matching absorbing layers (not
explicitly shown) are placed in the outermost regions of all sides of the simulation box (b) The
four different sources used: linear, radial, azimuthal, and shear beams. The arrows indicate the
instantaneous direction of electric field polarization in the source plane. [60]
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CHAPTER 6

EFFICIENT SIMULATION OF ELECTRODYNAMICS AND DRIVEN

OPTICAL MATTER SYSTEMS

Optical matter systems are simulated by solving a Langevin or Stokesian dynamics equation of

motion for N particles. [95] At each time-step in the dynamics, the electrodynamics of the N particle

configuration illuminated by some source field must be solved for. The computational approach

used in solving the electrodynamics is crucial to the performance and runtime of such simulations.

Methods such as the discrete dipole approximation (DDA)[53] or the finite-difference time-domain

(FDTD)[50] are so slow that only a few thousand time steps can be done over a reasonable time

(∼ 100 CPU hours). [51] Moreover, there can be large numerical errors due to the finite grid-spacing

in such algorithms.

A more efficient and accurate approach to simulating optical matter is the generalized multiparticle

Mie theory (GMMT). [74, 77] GMMT is based on a generalization of the single particle Mie theory[68]

to that of multiple particles illuminated by an arbitrary source using the translation theorems of the

vector spherical harmonic wavefunctions. [74, 75] GMMT can be extended to non-spherical particles

via the T-matrix method [76] and can include a planar interface.[78] GMMT excels for optical matter

because sub-wavelength particles largely only emit dipolar and quadrupolar modes, and GMMT

accounts for all possible interactions between these modes in each particle. Using GMMT, optical

matter arrays consisting of 1–30 particles can be time-stepped a million times within about 1 CPU

hour.

This chapter introduces the theory and computational implementation of GMMT for simulating

optical matter systems. GMMT can be used to calculate the forces and torques on every particle,

which are then fed into a Langevin or Stokesian dynamics equation to time-step the optical matter

system. Stokesian dynamics accounts for the hydrodynamic correlations of the particles due to the

fluid flow of the surrounding medium.

An open source software, MiePy, was developed to efficiently implement GMMT in an easy-to-use

and flexible Python library. [139] Another software packaged, Stoked, was developed to perform

Brownian, Langevin, and Stokesian dynamics with electrodynamic interactions and other particle
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interactions present in optical matter. [140] Example Python scripts using Stoked and MiePy to

simulate optical matter are available in Appendix 6.C.

6.1 Simulating the electrodynamics of optical matter using the Generalized

Mie Theory

6.1.1 Vector spherical harmonic functions

The generalized multiparticle Mie theory (GMMT) is outlined, following Xu’s work. [74] GMMT

solves the piecewise homogeneous vector Helmholtz equation

(∇2 + k2
i )Ei(r) = 0

(∇2 + k2
i )Hi(r) = 0

(6.1)

inside all N particles, i ∈ [1, 2, . . . , N ], and in the medium, i = 0, Additionally, the boundary

condition on the surface of every particle has to be valid

n̂× (Ei −Ej) = 0

n̂× (Hi −Hj) = 0

(6.2)

The vector spherical harmonic wavefuncions (VSHW) are a complete basis set for incident and

scattered fields. They are eigenmodes of the Helmholtz operator in Equation (6.1) and are given by

N
(J)
mn1 = r̂n(n+ 1)Pmn (θ)

z
(J)
n (kr)

kr
eimφ

+
1

kr

[
θ̂τmn(θ) + φ̂iπmn(θ)

] d
dr

[
rz(J)
n (kr)eimφ

]
N

(J)
mn2 =

[
θ̂iπmn(θ)− φ̂τmn(θ)

]
z(J)
n (kr)eimφ

(6.3)

where J = 1, 2, 3, 4. The radial functions z(J)
n are

z(1)
n (x) = jn(x) z(3)

n (x) = h(1)
n (x) = jn(x) + iyn(x)

z(2)
n (x) = yn(x) z(4)

n (x) = h(2)
n (x) = jn(x)− iyn(x)

(6.4)
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where jn, yn are the spherical Bessel functions of the first and second kind, and h(1)
n , h(2)

n are the

spherical Hankel functions of the first and second kind. The angular functions πmn and τmn are

πmn(θ) =
m

sin θ
Pmn (cos θ) (6.5)

τmn(θ) =
d

dθ
Pmn (cos θ) (6.6)

The associated Legendre polynomials Pmn are defined without the Condon-Shortley phase, i.e.

Pmn (x) = (1− x2)m/2
dm

dxm
Pn(x) (6.7)

where Pn(x) are the Legendre polynomials.

The VSHWs are an orthogonal (but not orthonormal) set when integrated over a closed surface Ω

〈N (J)
mn1,N

(J)
m′n′1〉 =

∫
Ω
N

(J)
mn1 ·N

(J)∗
m′n′1 dΩ

= δmm′δnn′4π
n(n+ 1)(n+m)!

(2n+ 1)(n−m)!


∣∣∣z(J)
n (kr) + krz

(J)′
n (kr)

∣∣∣2 + n(n+ 1)
∣∣∣z(J)
n (kr)

∣∣∣2
(kr)2


〈N (J)

mn2,N
(J)
m′n′2〉 =

∫
Ω
N

(J)
mn2 ·N

(J)∗
m′n′2 dΩ = δmm′δnn′4π

n(n+ 1)(n+m)!

(2n+ 1)(n−m)!
|z(J)
n (kr)|2

〈N (J)
mn1,N

(J)
m′n′2〉 =

∫
Ω
N

(J)
mn1 ·N

(J)∗
m′n′2 dΩ = 0

(6.8)

Table 6.1 outlines the physical interpretation of the VSHWs.

6.1.2 Field expansions

The source, incident, scattered, and interior electric and magnetic fields of particle j can be

expanded in terms of the VSHWs. The incident field includes the source field plus the incident

field from all other particles in the system. Each of the four field expansions has their own set of

(complex) expansion coefficients over the VSHWs.
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Entity Physical interpretation

Nmn1 electric (TM) modes
Nmn2 magnetic (TE) modes
n multipolar order (1: dipole, 2: quadrupole, etc.)
m azimuthal order (from −n to n)
J = 1 propagating incident mode
J = 2 counter-propagating incident mode
J = 3 spherically outgoing mode
J = 4 spherically ingoing mode

Table 6.1: Physical description of different entities involved in the vector spherical harmonic
wavefunctions.

The electric field expansions are

Ej
src = −

Nmax∑
n=1

n∑
m=−n

2∑
r=1

iEmnp
j,src
mnrN

(1)
mnr (6.9a)

Ej
inc = −

Nmax∑
n=1

n∑
m=−n

2∑
r=1

iEmnp
j,inc
mnrN

(1)
mnr (6.9b)

Ej
scat =

Nmax∑
n=1

n∑
m=−n

2∑
r=1

iEmnp
j,scat
mnr N

(3)
mnr (6.9c)

Ej
int = −

Nmax∑
n=1

n∑
m=−n

2∑
r=1

iEmnp
j,int
mnrN

(1)
mnr (6.9d)

and the magnetic field expansions are

Hj
src = −

√
εb
µb

Nmax∑
n=1

n∑
m=−n

2∑
r=1

Emnp
j,src
mnr̄N

(1)
mnr (6.10a)

Hj
inc = −

√
εb
µb

Nmax∑
n=1

n∑
m=−n

2∑
r=1

Emnp
j,inc
mnr̄N

(1)
mnr (6.10b)

Hj
scat =

√
εb
µb

Nmax∑
n=1

n∑
m=−n

2∑
r=1

Emnp
j,scat
mnr̄ N

(3)
mnr (6.10c)

Hj
int = −

√
εj

µj

Nmax∑
n=1

n∑
m=−n

2∑
r=1

Emnp
j,int
mnr̄N

(1)
mnr (6.10d)
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where r̄ = 3− r and Emn is a normalization factor

Emn = in

√
(2n+ 1)(n−m)!

n(n+ 1)(n+m)!
(6.11)

In GMMT, it is supposed that the source coefficients are known or can be computed. The

incident coefficients are then determined by solving an interaction equation for all N particles. The

scattered and interior coefficients are then determined by the boundary condition, Equation (6.2)

6.1.3 VSHW translation and rotation coefficients

In order to be able to write down interaction equations betweenN particles, the VSHW coefficients

around one coordinate system need to transformed to a different coordinate system. The VSHWs

functions evaluated at a point rl can be translated to a point rj by use of the VSHW translation

coefficients Ãjlmnruvs

N (J)
mnr(krj) =

∞∑
v=1

u=v∑
u=−v

2∑
s=1

Ã(J)jl
mnruvsN

(1)
uvs(krl) (6.12)

Here, the fields being translated from are incident fields (hence J = 1), and the fields being translated

to can correspond to any J value. If J = 1, Ã translates incident fields to scattered fields, and if

J = 3, Ã translates incident fields to incident fields. Explicit formula for the translation coefficients

can be found elsewhere. [141]

From the field expansions, Equation (6.9), the VSHW translation coefficients can be used to

relate the incident expansion coefficients of particle l to the incident expansion coefficients around

particle j,

pj,(J)
mnr = f (J)

∞∑
v=1

u=v∑
u=−v

2∑
s=1

A(J)jl
mnruvsp

l,inc
uvs (6.13)

where A(J)jl
mnruvs are the normalized translation coefficients

A(J)jl
mnruvs =

Euv
Emn

Ã(J)jl
mnruvs (6.14)
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and f (J) is a ±1 sign term

f (J) =


+1 if J = 3

−1 otherwise
(6.15)

The translation coefficients have the following useful symmetry relationships [142]

Aijmnruvs = (−1)n+v+r+sAjimnruvs (6.16a)

= (−1)n+v+m+uAji−uvs−mnr (6.16b)

= (−1)m+u[Ajiuvsmnr]
∗1 (6.16c)

The expansion coefficients can also be transformed into a rotated coordinate system using the

Wigner-D matrix

p′mnr = Dn
ms(q̂)pmns (6.17)

where q̂ represents the rotation (typically a quaternion).

6.1.4 T-matrix formulation

The T-matrix of particle j, T jmnruvs, relates the incident expansion coefficients to the scattered

expansion coefficients for an arbitrary, non-spherical particle. To simplify the index notation, a

multi-index is used to denote a given mode, i.e. α = (m,n, r). Greek letters are used to represent a

multi-index. Furthermore, Einstein notation is used so that repeated multi-indices are summed over.

Then the T-matrix is defined as

pj,scatα = T jαβp
j,inc
β (6.18)

The T-matrix does not depend on the source; it only depends on the particle’s material, the particle’s

geometry, the wavelength of light, and the material of the surrounding medium. If the particle is a

1. The conjugate in Equation (6.16c) applies to everything but the radial function z
(J)
n appearing in the sum found

in the definition of Aij . If J = 1 or J = 2 and the medium is non-absorbing, this exception can be ignored since zn is
real.
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sphere, then the T-matrix is diagonal,

T jαβ = tjrnδαβ (6.19)

where tj1n = ajn and tj2n = bjn are the classical Mie theory coefficients of the jth sphere.[69]

Once a particle’s T-matrix is known, it does not have to be recomputed for a new orientation

of the particle, provided the geometrical and material properties of the particle remain the same.

Given a particle T-matrix in one coordinate system, the T-matrix in a rotated coordinate system is

T ′m′nru′vs = Dn
m′m(q̂)[Dv

u′u(q̂)]∗Tmnruvs (6.20)

This is derived by rotating and inverse-rotating the incident coefficients using Equation (6.17).

A particle also has an internal T-matrix, T int, that relates the internal expansion coefficients to

the incident coefficients

pj,intα = T j,intαβ pj,incβ (6.21)

The numerical evaluation of these T-matrices is discussed in Appendix 6.A.

6.1.5 Interaction equations

Given the positions of all the particles, rj , the T-matrices of all of the particles, T j , and the

source expansion coefficients at every particle, pj,srcα , the interaction equation among N particles can

be written as

pj,incα = pj,srcα −A(3)jl
αβ T

l
βγp

l,inc
γ (6.22)

This is the full-interaction of N generally anisotropic particles. The only requirement is that for any

two particles, their smallest circumscribing spheres do not overlap. This is due to the failure of the

Rayleigh hypothesis. [143, 144] There is current research being done on how to circumvent this issue

using a plane-wave expansion alongside the VSHW expansion. [145, 146]

To derive the simplified interaction equations for all spherical particles (where the Rayleigh

hypothesis is always valid), consider first Equation (6.22) where the Einstein summation is now
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explicit and the multi-indices are unraveled

pj,incmnr = pj,srcmnr −
(1,N)∑
l 6=j

Lmax∑
v=1

v∑
u=−v

2∑
s=1

Lmax∑
v′=1

v′∑
u′=−v′

2∑
s′=1

A(3)jl
mnruvsT luvsu′v′s′p

l,inc
u′v′s′ (6.23)

If the system consists entirely of spheres, then using Equation (6.19), the interaction equation reduces

pj,incmnr = pj,srcmn −
(1,N)∑
l 6=j

Lmax∑
v=1

v∑
u=−v

2∑
s=1

A(3)jl
mnruvst

l
svp

l,inc
uvs (6.24)

Whether the cluster is composed solely of spheres or more generally non-spherical particles, the

interaction equation is always of the form

pj,incα = pj,srcα − T jlαβp
l,inc
β (6.25)

where T jlαβ is the particle aggregate T-matrix. By setting pj,incα = δαβδjlp
l,inc
β , the interaction equation

can be rewritten in the standard form for linear systems, [A]x = b,

[
δαβδjl + T jlαβ

]
pl,incβ = pj,srcα (6.26)

This equation can then be solved using any linear algebra software. Iterative solvers, such as

BiCGSTAB [147], are particularly efficient for the linear systems often encountered in GMMT.

6.1.6 Interactions with a substrate

The interactions of the particles with the interface of a substrate can be included in the GMMT.

This is done by simultaneously matching the boundary conditions on the surface of the particles

(using VSHWs) and on the interface (using a plane wave expansion). [78] We introduce a reflection

matrix R̃jlαβ from particle l to j, similar to that of direct translations in Equation (6.12)

N (3),ref
α (krj) = R̃jlαβN

(1)
β (krl) (6.27)
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This equation relates the scattered, reflected VSHW functions in terms of incident VSHW functions

around a different coordinate system. Expressions for the R̃jlαβ matrix in terms of substrate material

and particle location is provided elsewhere. [78]

As before, these reflection coefficients are normalized to relate to the expansion coefficients

pj,ref,scatα = f (J)
∞∑
v=1

u=v∑
u=−v

2∑
s=1

R
(J)jl
αβ pl,incβ (6.28)

The interaction equations then become

pj,incα = pj,srcα + pj,src,refα −
(
A

(3)jl
αβ +Rjlαβ

)
T lβγpl,incγ (6.29)

where pj,src,refα are the expansion coefficients of the source reflected off of the substrate. The reflected

coefficients can be evaluated using the angular spectrum of light and the Fresnel equations for the

reflection of plane-waves off the substrate. The interaction equation in Equation (6.29) is still a

linear system, where the source field and interaction have been modified by the presence of the

substrate.

This approach can be extended to multiple substrates (layered media) [148]. It can also be

extended to non-spherical particles very close to the substrate where the Rayleigh hypothesis fails.

[149]

6.1.7 Symmetries

Symmetries in the system can be used to reduce the total number of interaction equations. It

is important to remember that not only do the particles have to satisfy a given symmetry (their

position, size, orientation, and material), but that the incident source field must also satisfy it. In

many cases, a phase factor must be included with a given symmetry depending on the incident

field. For example, if the incident field is x-polarized and a mirror symmetry is in the yz plane, the

mirrored fields will be −x-polarized. This can be corrected by including a π phase factor in the

mirror symmetry (multiplying by −1). On the other hand, if the incident field is right-hand-circularly

polarized and a mirror symmetry is imposed, the mirrored fields will be left-hand-circularly polarized.
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This cannot be corrected by using a phase factor.

Translational symmetry (periodic boundary conditions) If the unit cell consists of a

single particle, [150]

pincα = psrcα − ΦlA
(3)0l
αβ Tβγp

inc
γ (6.30)

where l enumerates the unit cells and Φl is a phase factor. For a plane wave with a given k vector,

Φl = exp(−ik · rl). If the unit cell consists of N particles, let l enumerate the positions of the unit

cell and j enumerate the positions of the particles relative to the unit cell position

pj,incα = pj,srcα − ΦlA
(3)j0
αβ A

(3)0l
βγ A

(3)lj′

γδ T j
′

δε p
j′,inc
ε (6.31)

Since three VSHW translations are performed (one to the center of the unit cell, one to the origin,

and one back to a particle), this approach comes with a loss of information. This loss of information

can be avoided by performing the translation directly, at the cost performance

pj,incα = pj,srcα − Φj′A
(3)jj′

αβ T j
′

βγp
j′,inc
γ (6.32)

Mirror symmetry Suppose that there is a mirror plane that passes through the origin and has

a normal vector of x̂, ŷ, or ẑ. Each particle at position rj then has a corresponding mirror particle

at position r′j . By symmetry, the expansion coefficients of the mirror particle are related to those of

the original particle

p′j,incmnr = Φ(−1)r+1pj,inc−mnr (6.33)

i.e. the mirror negates the azimuthal index m and negates the TM modes (r = 2).

Rotational symmetry Suppose the system has a discrete rotational symmetry of order R. If a

particle exists at position rj1, then the symmetric particles are at position rjr, where r = 2..R. By

symmetry,

pjr,incmnr = Dmun(θr)p
j1,inc
mur (6.34)

Note that this requires the polarization of the light to be circular.
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6.1.8 Cluster coefficients and cluster T-matrix

The expansion coefficients of the entire cluster, pclusterα , are computed by translating the individual

particle coefficients pj,scatα to the origin r0

pclusterα = A
(1)0j
αβ pj,scatβ (6.35)

Note that J = 1 in the translation coefficient since the translation is from the scattered fields around

one origin to the scattered fields around a different origin.

The particle aggregate T-matrix is defined by

T jlαβ = A(3)jl
αγ T lγβ (6.36)

and the interaction equation becomes

pj,incα = pj,srcα − T jlαβp
l,inc
β (6.37)

The cluster T-matrix is defined such that

pclusterα = T cluster
αβ p0,src

β (6.38)

That is, the cluster T-matrix treats the system of particles as if it were a single scattering object,

hiding the internal details.

6.1.9 Cross-sections

The cross-sections can be computed via two methods: one that uses the cluster coefficients pclusterα

and one that uses the individual particle coefficients pjα.
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Cross-sections via individual particle coefficients

Cabs =
4π

k2

N∑
j=1

∑
α

Re
{

(pj,incα )∗pj,scatα

}
− |pj,scatα |2 (6.39a)

Cext =
4π

k2

N∑
j=1

∑
α

Re
{

(pj,srcα )∗pj,scatα

}
(6.39b)

Cscat = Cext − Cabs (6.39c)

This approach is the most efficient way to compute the total cross-sections. Each term in the

absorption/extinction cross-section sum can be interpreted as the absorption/extinction of that

individual particle due to a given mode α.

Cross-sections via cluster coefficients [74]

Cscat =
4π

k2

∑
α

|pclusterα |2 (6.40a)

Cext =
4π

k2

∑
α

Re
{

(p0,src
α )∗pclusterα

}
(6.40b)

Cabs = Cext − Cscat (6.40c)

This approach has a benefit in its interpretation. Each term in the scattering sum corresponds

to the multipolar scattering of the α mode, so that the scattering from the entire cluster can be

identified as electric or magnetic in nature, dipole, quadrupole, etc. These equations should typically

be avoided in calculating total cross-sections since there is a loss of information in using the cluster

coefficients and they may not converge.

All of these cross-sections have units of (area)×(electric field)2. If the source is a plane wave of

amplitude E0, then these cross-sections should be normalized by E2
0 . For non-plane wave sources, the

cross-sections should be normalized depending on the convention being used, typically an averaged

intensity over some area:

E2
0 =

1

A

∫
A
S(r) · n̂ dA (6.41)

where S = 1
2E ×H

∗ is the Poynting vector. For instance, the area A may be a circular aperture
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(power striking a structure) or all of space (total power of the source, provided it is finite).

6.1.10 Force and torque

The time-average force 〈F 〉 and torque 〈τ 〉 on a particle can be determined by integrating the

Maxwell stress tensor 〈T 〉 over a closed surface Ω surrounding the particle:

〈T 〉 =
1

2
Re
[
εbE ⊗E∗ + µbH ⊗H∗ − 1

2
(εbE

2 + µbH
2)I

]
(6.42a)

〈F 〉 =

∮
Ω
〈T 〉 · dΩ (6.42b)

〈τ 〉 =

∮
Ω
r × 〈T 〉 · dΩ (6.42c)

where I is a 3× 3 identitiy matrix and ⊗ is the vector outer product.

The electric and magnetic fields around particle j can be calculated using the field expansions,

Equations (6.9) and (6.10). The integration for the time-averaged force can then be carried out

analytically in the far-field, resulting in a sum over the particle expansion coefficients. [151] For

these equations, it is helpful to denote amn = pj,incmn1, bmn = pj,incmn2, pmn = pj,scatmn1 , and qmn = pj,scatmn2 .

Then, the force is given by

Fx + iFy =
π

k2

Nmax∑
n=1

n∑
m=−n

1

n+ 1

{√
(n+m+ 1)(n−m)

n

εb
µb

[
2amnb

∗
m+1n − amnq∗m+1n

− pmnb∗m+1n + 2bmna
∗
m+1n − bmnp∗m+1n − qmna∗m+1n

]
−

√
(n+m+ 2)(n+m+ 1)n(n+ 2)

(2n+ 3)(2n+ 1)

[
2εbamna

∗
m+1n+1 − εbamnp∗m+1n+1

− εbpmna∗m+1n+1 + 2
εb
µb
bmnb

∗
m+1n+1 −

εb
µb
bmnq

∗
m+1n+1 −

εb
µb
qmnb

∗
m+1n+1

]
+

√
(n−m+ 1)(n−m+ 2)n(n+ 2)

(2n+ 3)(2n+ 1)

[
2εbam−1n+1a

∗
mn − εbam−1n+1p

∗
mn

− εbpm−1n+1a
∗
mn + 2

εb
µb
bm−1n+1b

∗
mn −

εb
µb
bm−1n+1q

∗
mn −

εb
µb
qm−1n+1b

∗
mn

]}

(6.43a)

114



Fz =− 2π

k2

Nmax∑
n=1

n∑
m=−n

1

n+ 1
Re
{
m

n

εb
µb

[
2amnb

∗
mn − amnq∗mn − pmnb∗mn

]

+

√
(n−m+ 1)(n+m+ 1)n(n+ 2)

(2n+ 3)(2n+ 1)

[
2εbamn+1a

∗
mn − εbamn+1p

∗
mn − εbpmn+1a

∗
mn

+ 2
εb
µb
bmn+1b

∗
mn −

εb
µb
bmn+1q

∗
mn −

εb
µb
qmn+1b

∗
mn

]}
(6.43b)

Similarly, the torque can be integrated analytically,

τx =
2π

k3

Nmax∑
n=1

n∑
m=−n

√
(n−m)(n+m+ 1) Re

{
εbamna

∗
m+1n + µbbmnb

∗
m+1n

− 1

2

[
εbam+1np

∗
mn + εbamnp

∗
m+1n + µbbm+1nq

∗
mn + µbbmnq

∗
m+1n

]} (6.44a)

τy =
2π

k3

Nmax∑
n=1

n∑
m=−n

√
(n−m)(n+m+ 1) Im

{
εbamna

∗
m+1n + µbbmnb

∗
m+1n

+
1

2

[
εbam+1np

∗
mn − εbamnp∗m+1n + µbbm+1nq

∗
mn − µbbmnq∗m+1n

]} (6.44b)

τz =− 2π

k3

Nmax∑
n=1

n∑
m=−n

m

{
εb|amn|2 + µb|bmn|2 − Re

[
εbamnp

∗
mn + µbbmnq

∗
mn

]}
(6.44c)

While these equations are complicated to write down, they are very computationally efficient

and much faster than integrating the fields numerically using the MST.

6.1.11 Far-field expansions

In the far-field, the VSHWs take on a simplified form from their exact expression in Equation (6.3).

The radial component of N vanishes and the spherical Bessel functions approach an asymptotic

form. For spherically outgoing modes, the spherical Hankel function of the first kind is h(1)
n (kr) '

i−n−1eikr/(kr) as kr →∞.
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Given a set of scattering expansion coefficients qmnr, the far fields can be expanded over a single

sum of the multipolar modes:

Escat,θ(θ, φ) = i
eikr

kr

Nmax∑
n=1

n∑
m=−n

(−i)nEmn
[
qmn1τmn(cos θ) + qmn2πmn(cos θ)

]
eimφ

Escat,φ(θ, φ) = −e
ikr

kr

Nmax∑
n=1

n∑
m=−n

(−i)nEmn
[
qmn1πmn(cos θ) + qmn2τmn(cos θ)

]
eimφ

(6.45)

One option is to set qmnr = pclustermnr , the cluster expansion coefficients. This approach comes with a

loss of information, but has the physical interpretation that each term in the sum can be attributed

to the far-fields of a given multipolar mode. To avoid the loss of information, a sum over particle

pairs can be performed [152]

qα(θ, φ) =
N∑
l=1

N∑
j=1

∑
β

exp
[
i(k̂ − r̂) · rl

]
exp

[
ik̂ · (rl − rj)

]
T ljαβp

j,inc
β (6.46)

where the expansion coefficients now depend on the angular position.

6.1.12 Source decomposition

To solve the particle interaction equation, Equation (6.22), the expansion coefficients of the

source field must be known at each particle. Given the electric fields of the incident source, Esrc(r),

the source can be decomposed into expansion coefficients by integration around particle j

pj,srcmnr = i

∫
ΩE

src ·N (1)∗
mnr dΩ

Emn〈N (1)
mnr,N

(1)
mnr〉

(6.47)

where Ω is a closed surface around particle j.

For a plane wave, this decomposition can be carried out analytically. The direction of the incident

k vector can be described by the two spherical angles θ and φ. A linear polarization of the plane wave

is either TM (θ̂) or TE (φ̂). Elliptically polarized light is then a complex-valued linear combination
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of TM and TE polarizations.

pj,srcmn1 = E0i
−nEmnτmn(cosα) exp(−imβ) exp(ik · rj)

pj,srcmn2 = E0i
−nEmnπmn(cosα) exp(−imβ) exp(ik · rj)

(6.48)

For beams, the angular spectrum of light is the most convenient way to express Esrc. This

provides the fields in (θ, φ) coordinates and Equation (6.47) then corresponds to integrating over a

far-field hemisphere to obtain the source coefficients

pj,srcmnr = i

∫ 2π
0

∫ θmax
0 E∞(θ, φ) ·N (1)∗

mnr exp(ik · rj) sin(θ) dθdφ

Emn〈N (1)
mnr,N

(1)
mnr〉

(6.49)

whereE∞(θ, φ) is the angular spectrum of the beam, θmax is determined by the numerical aperature of

the focusing objective (NA = n sin(θmax)), k = k(sin(θ) cos(φ), sin(θ) sin(φ), cos(θ)) is the wavevector

of the plane-wave with coordinates (θ, φ), and rj is the position of particle j. The angular spectrum

of Gaussian, Laguerre-Gaussian, and Hermite-Gaussian beams is provided in Appendix C.

6.1.13 Performance of GMMT compared to FDTD

The finite-difference time-domain (FDTD) method is an alternative well-known method of solving

Maxwell’s equations by time-marching the fields on a 3D grid. FDTD does offer some advantages

over GMMT such as resolving the failure of the Rayleigh hypothesis and being able to simulate

complex geometries or non-linear materials. However, FDTD is a much slower method: the fields

have to be time-stepped until convergence is achieved, the grid spacing has to be small enough to

achieved sufficient accuracy, and the Maxwell stress tensor has to be integrated numerically.

Figure 6.1 compares the runtime performance and accuracy of GMMT and FDTD on the same

computer for an optical matter array consisting of N particles, where N = 1, 2, 3, 4, 5, 6, 7. GMMT

is able to calculate one-million time-steps (a roughly 1 second trajectory) in 20 minutes of CPU time.

FDTD takes about 700 days to do the same computation. Although FDTD can be parallelized or

run on a GPU, it would require significant compute resources to be competitive with GMMT.

Even worse for FDTD, for these spherical sub-wavelength particles it proves to be less accurate
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Figure 6.1: Computational performance and accuracy of the generalized multiparticle Mie theory
(GMMT) compared to the finite-difference time-domain (FDTD) method. (left) Wall-times for
GMMT and FDTD simulation methods for 1 – 7 particles (using a single CPU processor; AMD
Ryzen 7 2700X). GMMT is 4 – 5 orders of magnitude faster. (right) Relative error between the
forces in FDTD and GMMT for the 7 particle case. As the grid-spacing is lowered in FDTD, the
forces converge to the values of F in GMMT, suggesting that GMMT is more accurate than FDTD.

than GMMT. The relative error in the forces on the particles is seen to approach zero as the FDTD

grid spacing (∆x) is reduced. Unfortunately for FDTD, the runtime performance scales as O(∆x4)

and obtaining accurate results will take an extraordinarily long time.

For these reasons, GMMT is generally a superior method for simulating optical matter. It should

be noted that GMMT is more niche than FDTD, and consequently there are few available codes for

running GMMT while there are many available codes (open-source and commercial) for running

FDTD. An open-sourced GMMT software, MiePy, was developed using the theory covered here and

is demonstrated in Appendix 6.C.

6.2 Simulating the time-evolution of optical matter

6.2.1 Independent translational and rotational motion: Langevin dynamics

Langevin dynamics is used to simulate the motion of particles in a fluid at temperature T . There

are both frictional forces due to motion in the fluid and Brownian forces due to random thermal kicks

from the environment. Consider N particles with mass mi, moment of inertia tensor
↔
I i, translational

and rotational friction tensors
↔
Γ
t

i and
↔
Γ
r

i , and translational and rotational noise tensors ↔α
t

i and
↔
α
r

i .
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The Langevin equations of motion for translation and rotation is [153, 154]

mi
dvi(t)

dt
= −

↔
Γ
t

i(t)vi(t) +
↔
α
t
i(t)ηi(t) + Fi(t) (6.50a)

d(
↔
I i(t)ωi(t))

dt
= −

↔
Γ
r

i(t)ωi(t) +
↔
α
r
i(t)ηi(t) + τi(t) (6.50b)

where Fi are other forces acting on particle i, τi are other torques acting on particle i (either external

or through particle interactions), and ηi is a random vector generated from a normal distribution

with mean 0 and variance 1. All of the tensors are time-dependent as they depend on the orientation

of the particle (except for spherical particles). The time dependence of any tensor can always be

related to the tensor in a fixed reference frame related by the rotation matrix of the particle at

time t:
↔
Γ(t) =

↔
R(t)

↔
Γ

0

i

↔
R
−1

(t), where
↔
Γ

0

i is a time-independent tensor. The orientation of particles

is, for numerical purposes, best represented by quaternions, qi. [155, 156] The quaternion can be

time-evolved by

qi(t+ dt) =

(
1 +

dt

2
qω(t)

)
qi(t) (6.51)

where qω is a quaternion constructed from the angular velocity vector, qω(t) = [0,ωi(t)]. The

rotation matrix at time t can be constructed from the quaternion at time t.

The friction and noise tensors are related to each other by the fluctuation-dissipation theorem.

[157] To satisfy the theorem, both rotation and translation tensors must satisfy

2kBT
↔
Γ =

↔
α
↔
α
T

(6.52)

This can be achieved by performing a Cholesky decomposition of the left-hand side of Equation (6.52).

[158]

For ellipsoidal particles, there are analytic expressions for calculating the friction tensor. [159]

For spherical particles, all of the tensor quantities become scalar variables and are no longer
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time-dependent due to rotation of the particle

mi
dvi(t)

dt
= −Γt

ivi(t) + αtiηi(t) + Fi(t) (6.53a)

Ii
dωi(t)

dt
= −Γr

iωi(t) + αriηi(t) + τi(t) (6.53b)

where Γti = 6πηai and Γri = 8πηa3
i are the friction coefficients, η is the viscosity of the medium, and

ai is the radius of particle i. The noise scalars are then given by a trivial solution to Equation (6.52)

for translation and rotation, αi =
√

2kBTΓi.

Equation (6.50) and Equation (6.53) are stochastic differential equations (SDE) for the time-

evolution of the particle positions. In a software implementation, the evolution depends on the

random number generator (RNG) used as well as the seed used to generate random numbers. Solving

the SDE a second time with identical parameters but a different seed will yield different results. For

this reason, it is often needed to perform an ensemble of N simulations under identical parameters

with different seeds and look at statistical properties of the ensemble (averages, variances, etc.).

Ideally, one would like to construct the probability distribution for the particle positions,

P (r1, r2, . . . , rN ). This can only be done approximately with a large enough ensemble N . More-over,

it will only sample regions of phase-space that the particles like to be in, while undersampling

regions where rare-events or transitions are occurring. For a small number of particles (1 – 2), the

Fokker-Plank equation can be solved numerically to obtain the time-evolution of the probability

distributions [160, 161], but this approach suffers from the curse of dimensionality and does not

scale to many particles. Rare-event sampling methods, such as umbrella sampling, can be used to

measure the probability distributions during transitions. [162]

6.2.2 The over-damped limit: Brownian dynamics

The Reynolds number for particles in optical matter, Re = ρva/ν, measures the ratio of inertial

to viscous forces, where ρ is the density of the fluid, v is the velocity of the particle, a is the radius of

the particle, and ν is the viscosity of the fluid. Taking a maximum particle radius of 150 nm and the

terminal velocity for a particle feeling a maximum force of 10 pN in water medium, an upper limit for

the Reynolds number in optical matter is approximately 8× 10−4. At such low Reynolds numbers,
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the inertial terms in the Langevin equation become unimportant and can be neglected, i.e. any

acceleration is achieved essentially instantaneously in response to some force. In this over-damped

limit, the equation of motion becomes

vi(t) =
↔
M

t

i(t)
[↔
α
t
i(t)ηi(t) + Fi(t)

]
(6.54a)

ωi(t) =
↔
M

r

i(t)
[↔
α
r
i(t)ηi(t) + τi(t)

]
(6.54b)

whereM = Γ−1 is the mobility tensor, defined as the inverse of the friction tensor. For spherical

particles, the mobility tensor becomes a scalar

vi(t) =Mt
i

[
αtiηi(t) + Fi(t)

]
(6.55a)

ωi(t) =Mr
i [αriηi(t) + τi(t)] (6.55b)

Another fluid dynamics number of interest in driven thermal systems is the Péclet number. The

Péclet number measures the ratio of deterministic drift to diffusion and is defined as Pe = Fa/kBT ,

where F is a characteristic magnitude of the forces on the particle. For a particle of radius 75 nm

and a characteristic force of 1 pN in a fluid at 300K, the Péclet number is approximately 18. Thus,

for forces on the order of 1 pN, optical matter can be dominated by deterministic forces rather than

diffusion.

6.2.3 Hydrodynamic translational and rotational coupling: Stokesian dynamics

The Langevin and Brownian dynamics equations assume that the fluid is still (its velocity field

vanishes). Since particle motion causes the fluid to move in response, these equations are only truly

valid for one particle in an open fluid. Stokesain dynamics is an extension of Langevin and Brownian

dynamics that takes into account the hydrodynamic coupling interactions due to fluid flow. [95]

The translational motion of the particle leads to a translation flow of the surrounding fluid and

the rotation of the particle leads to vorticity in the surrounding fluid. The fluid flow can exert a

hydrodynamic force and torque on a particle. There are then four types of coupling: TT, TR, RT,
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and RR for each type of translational and rotational coupling. [163] The equation of motion is

V
Ω

 =

Mtt Mtr

Mrt Mrr



F
T

+

Htt Htr
Hrt Hrr


N
N


 (6.56)

Here, V = (v1, . . . ,vN ) is the generalized velocity vector of the N particles and Ω = (ω1, . . . ,ωN ) is

the generalized angular velocity vector. Similarly, F = (F1, . . . ,FN ) is the generalized force vector

and T = (τ1, . . . , τN ) is the generalized torque vector. TheM matrix is referred to as the grand

mobility matrix. The grand mobility matrix couples every degree of freedom of the system into every

other degree of freedom. The matrix elements are configuration dependent and are given in the

Rotne-Prager approximation [164]

Mtt
ii =

1

6πηai

↔
I +O(r−6

ij ) (6.57a)

Mrr
ii =

1

8πηa3
i

↔
I +O(r−6

ij ) (6.57b)

Mtt
ij =Mtt

ji =
1

8πηrij

(
↔
I + rij ⊗ rij

)
+O(r−3

ij ) (6.57c)

Mrr
ij =Mrr

ji =
1

16πηr3
ij

(
rij ⊗ rij −

↔
I

)
+O(r−9

ij ) (6.57d)

Mrt
ij =Mrt

ji = −Mtr
ij = −Mtr

ji = − 1

8πηr2
ij

↔
εrij +O(r−8

ij ) (6.57e)

Mrt
ii =Mtr

ii = 0 +O(r−7
ij ) (6.57f)

where rij is the vector between particle i and particle j,
↔
I is the identity matrix, and ↔ε is the

Levi-Civita symbol and the sum occurs over its last index.

The second term in Equation (6.56) is the correlated random noise in the hydrodynamically

coupled system. The H matrix is again given by a Cholesky decomposition of M such that

2kBTM−1 = HHT . The N generalized vector is simply uncorrelated normal variables with mean 0

and variance 1.

Stokesian dynamics can be extended to the case of particles near a no-slip interface. [117] The

122



“self-mobility” matrix for a particle interacting with itself through the interface is

M tt
ii = −9h−1 − 2h−3 + h−5

16πη

1 0 0

0 1 0

0 0 0

− 9h−1 − 4h−3 + h−5

8πη

0 0 0

0 0 0

0 0 1

 (6.58a)

M rr
ii = − 15

64πηh3

1 0 0

0 1 0

0 0 0

− 3

32πηh3

0 0 0

0 0 0

0 0 1

 (6.58b)

M tr
ii = −M rt

ii = − 3

32πηh4

0 −1 0

1 0 0

0 0 0

 (6.58c)

where h = zi/ai is the distance between the interface and the particle normalized by the particle’s

radius. The pair-wise hydrodynamic interactions through the interface are reported elsewhere. [117]

Stokesian dynamics can also be extended to include near-field lubrication hydrodynamic interactions.

[95, 165]

6.2.4 Additional interactions

Given the forces and torques acting on N particles, optical matter can be simulated using the

BD, LD, or SD methods as described above. The electrodynamic forces and torques acting on

every particle are calculated in GMMT using Equation (6.43) and Equation (6.44). In addition to

the electrodynamic and hydrodynamic interactions there are three other interactions to consider:

double-layer electrostatics, Van der Walls interactions, and hard-sphere collisions. For each of these

interactions, there are also particle-wall type interactions.

The double-layer electrostatic interaction potential energy between two spheres is [166]

V (rij) = 32πε0εb

(
kBT

zpe

)2

tanh

(
zpψie

4kBT

)
tanh

(
zpψje

4kBT

)
exp [−κ(rij − ai − aj)] (6.59)

where e is the elementary charge, κ is the inverse Debye length, zp is the ion valency, and ψi is the
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Variable Description Value
µ Fluid viscosity 8× 10−4 Pa · s
T Temperature of the bath 300K
kn Hard-sphere collision parameter 5
ψi Electrostatic potential (sphere) −77mV
ψs Electrostatic potential (interface) −35mV
zp Electron ion valency 1
κ−1 Debye length 27 nm
εm Medium permittivity 80.4

Table 6.2: List of variables present in optical matter interactions and reasonable values for them.

surface potential of the spheres. For a sphere interacting with an interface, the potential energy is

V (d) = 16πε0εb

(
kBT

zpe

)2

tanh

(
zpψie

4kBT

)
tanh

(
zpψse

4kBT

)
exp(−κd) (6.60)

where ψs is the surface potential of the interface.

For spherical particles that begin to overlap, a hard-sphere collision repulsive potential is used

[167]

V (rij) = −2

5
kn(rij − ai − aj)5/2 (6.61)

The same equation can be used for the overlap between a sphere and the interface.

The Van der Walls interactions is a short-range attraction force. The equations for this interaction

are provided elsewhere. [41]

Table 6.2 lists the variables in these interactions and reasonable values to set them to in order to

simulate optical matter.

6.A T-matrix evaluation

The T-matrix can be numerically evaluated using the so-called extended boundary condition

method (EBCM). [76, 168, 169] In this method, the expansion coefficients are related to one another

by the equivalence principle

pincα = iQ31
αβp

int
β

pscatα = −iQ11
αβp

int
β

(6.62)
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where the Q matrices are given by integrals of the VSHW functions over the particle’s surface

Qpqαβ = −f (p) ik
2
m

π

[∫
S

(dS ×N (q)
β (kr)) ·N (p)

α̂ (kmr) +

√
ε

εm

∫
S

(dS ×N (q)

β̂
(kr)) ·N (p)

α (kmr)

]
(6.63)

where f (p) is defined in eq. (6.15) and the index notation α̂ means to swap electric and magnetic

mode indices, i.e. if α = (m,n, r), then α̂ = (m,n, 3− r). The T-matrices are then determined

Tαβ = −Q11
αγ

[
Q31
γβ

]−1 (6.64)

T int
αβ = −i

[
Q31
αβ

]−1 (6.65)

A software implementation for calculating the T-matrix of particles using the null-field method with

discrete sources (NFM-DS) is freely available. [170]

6.B Other conventions

A different convention for the field expansions used in other work [151] is presented here. These

field expansions were used to evaluate analytic expressions for the force and torque.

Electric field

Ej
inc =

Nmax∑
n=1

n∑
m=−n

{
r̂

1

r2

[
n(n+ 1)pjmnψn(kr)Ynm(θ, φ)

]
+ θ̂

k

r

[
pjmnψ

′
n(kr)

∂

∂θ
Ynm(θ, φ)− m

√
εb
qjmnψn(kr)

Ynm(θ, φ)

sin θ

]
+ φ̂

k

r

[
impjmnψ

′
n(kr)

Ynm(θ, φ)

sin θ
− i
√
εb
qjmnψn(kr)

∂

∂θ
Ynm(θ, φ)

]} (6.66a)

Ej
scat =

Nmax∑
n=1

n∑
m=−n

{
r̂

1

r2

[
n(n+ 1)ajmnξ

(1)
n (kr)Ynm(θ, φ)

]
+ θ̂

k

r

[
ajmnξ

(1)′
n (kr)

∂

∂θ
Ynm(θ, φ)− m

√
εb
bjmnξ

(1)
n (kr)

Ynm(θ, φ)

sin θ

]
+ φ̂

k

r

[
imajmnξ

(1)′
n (kr)

Ynm(θ, φ)

sin θ
− i
√
εb
bjmnξ

(1)
n (kr)

∂

∂θ
Ynm(θ, φ)

]} (6.66b)
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Magnetic field

Hj
inc =

Nmax∑
n=1

n∑
m=−n

{
r̂

1

r2

[
n(n+ 1)qjmnψn(kr)Ynm(θ, φ)

]
+ θ̂

k

r

[
qjmnψ

′
n(kr)

∂

∂θ
Ynm(θ, φ) +m

√
εbp

j
mnψn(kr)

Ynm(θ, φ)

sin θ

]
+ φ̂

k

r

[
imqjmnψ

′
n(kr)

Ynm(θ, φ)

sin θ
+ i
√
εbp

j
mnψn(kr)

∂

∂θ
Ynm(θ, φ)

]} (6.67a)

Hj
scat =

Nmax∑
n=1

n∑
m=−n

{
r̂

1

r2

[
n(n+ 1)bjmnξ

(1)
n (kr)Ynm(θ, φ)

]
+ θ̂

k

r

[
njmnξ

(1)′(kr)
∂

∂θ
Ynm(θ, φ) +m

√
εba

j
mnξ

(1)
n (kr)

Ynm(θ, φ)

sin θ

]
+ φ̂

k

r

[
imbjmnξ

(1)′
n (kr)

Ynm(θ, φ)

sin θ
+ i
√
εba

j
mnξ

(1)
n (kr)

∂

∂θ
Ynm(θ, φ)

]} (6.67b)

where ξ(1)
n = ψn − iχn, ψn, χn are the Riccati-Bessel function of the first and second kind, and Ynm

are the spherical harmonics

ψn(x) = xjn(x)

χn(x) = −xyn(x)

ξ(1)
n (x) = x[jn(x) + iyn(x)] = xh(1)

n (x)

Ynm(θ, φ) =

√
2n+ 1

4π

(n−m)!

(n+m)!
Pmn (cos θ)eimφ

(6.68)

Denoting the coefficients of our convention ān, b̄n, p̄mn, q̄mn, āmn, b̄mn, the two conventions are
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related by

ān = −an

b̄n = −bn

p̄mn =
k2

in−1

√
n(n+ 1)

4π
pmn

q̄mn = −k
2

in

√
µb
εb

n(n+ 1)

4π
qmn

āmn = − k2

in−1

√
n(n+ 1)

4π
amn

b̄mn =
k2

in

√
µb
εb

n(n+ 1)

4π
bmn

(6.69)

Another convention uses a different value for the Emn normalization values [74]

Emn = |E0|in
2n+ 1

n(n+ 1)
(6.70)

where |E0| is the amplitude of the source field. We have chosen to absorb this amplitude into the a,

b, p, and q coefficients.

6.C MiePy: a GMMT Python library

MiePy is a software package that solves the GMMT for a cluster of particles illuminated by an

arbitrary source. [139] Stoked is a software package that solves the BD, LD, and SD SDEs and

allows arbitrary interactions between particles such as those computed by GMMT. [140] Below are

example scripts for how to use these software packages and simulate optical matter systems.

MiePy script to calculate cross-sections, forces, and torques

1 import miepy
2 nm = 1e-9
3

4 # define materials and source
5 Ag = miepy.materials.Ag()
6 medium = miepy.materials.water()
7 source = miepy.sources.plane_wave(polarization=[1,0])
8

9 # build an Ag dimer with radii 75nm separated by 600nm in the x-direction
10 dimer = miepy.sphere_cluster(position=[[300*nm,0,0], [-300*nm,0,0]],
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11 radius=75*nm,
12 material=Ag,
13 source=source,
14 wavelength=800*nm,
15 medium=water,
16 lmax=2)
17

18 # obtain the cross-sections
19 scat, absorb, extinct = dimer.cross_sections()
20

21 # obtain the force and torque on the right particle
22 F = dimer.force_on_particle(0)
23 T = dimer.torque_on_particle(0)

MiePy and Stoked script to simulate the dynamics of an optically trapped dimer

1 import miepy
2 import stoked
3 nm = 1e-9
4 us = 1e-6
5

6 # define materials and source
7 Ag = miepy.materials.Ag()
8 medium = miepy.materials.water()
9

10 # a 50 mW, RHC-polarized Gaussian beam
11 source = miepy.sources.gaussian_beam(width=1500*nm, polarization=[1,1j], power=.05)
12

13 # build an Ag dimer with radii 75nm separated by 600nm in the x-direction
14 dimer = miepy.sphere_cluster(position=[[300*nm,0,0], [-300*nm,0,0]],
15 radius=75*nm,
16 material=Ag,
17 source=source,
18 wavelength=800*nm,
19 medium=water,
20 lmax=2)
21

22 class electrodynamics(stoked.interactions):
23 """electrodynamic interactions using MiePy"""
24 def __init__(self, cluster):
25 self.cluster = cluster
26

27 def update(self):
28 pos = np.copy(self.position)
29 self.cluster.update_position(pos)
30

31 def force(self):
32 return self.cluster.force()
33

34 def torque(self):
35 return self.cluster.torque()
36

37 # include sphere collisions, double layer repulsive electostatics, and electrodynamics
38 interactions=[stoked.collisions_sphere(radius=radius, kn=5),
39 stoked.double_layer_sphere(radius=75*nm, potential=-77e-3, temperature=300),
40 electrodynamics(dimer)]
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41

42 # create a stokesian dynamics simulation
43 sd = stoked.stokesian_dynamics(position=dimer.position,
44 drag=stoked.drag_sphere(radius=75*nm, viscosity=8e-4),
45 interactions=interactions,
46 temperature=300,
47 dt=5*us)
48

49 # run for 10,000 steps and obtain the trajectory
50 trajectory = sd.run(Nsteps=10000)
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APPENDIX A

OPTICAL TRAPPING OF ANISOTROPIC PARTICLES

In this Appendix, two experiments involving anisotropic particles are considered. In Appendix

A.1 the spinning of anisotropic spheroids in a circularly polarized trap is measuried in experiment

using a quadrant photodioide (QPD) and compared to simulation. In Appendix A.2 the scattering

and multipolar modes of a large, thin gold nanoplate are analyzed in simulation. These nanoplates

are capable of near-field optical binding interactions that have been realized in optical line traps in

experiment. [171]

A.1 Spinning of spheroidal nanoparticles in circularly polarized beams

Consider a spheroidal NP of volume V and aspect ratio δ = a/b, where a and b are the spheroid’s

major and minor radii. We define the ‘equivalent radius’ of the spheroid as r0 = (3V/4π)1/3, so that

a = δ1/3r0 and b = r0/δ
2/3. Two important overdamped rotational dynamical quantities are the

spheroid’s average angular velocity, ωz(t), and the rotational diffusion coefficient Dr, given by

ωz(t) =
τz
γ

(A.1)

Dr =
1

2t
(ωz(t)− ωz(t)t)2 =

kT

γ
(A.2)

where T is the temperature, τz is the external torque from the beam trap, and γ is the rotational

drag coefficient.

For small particles, the torque acting on the spheroid due to a circularly polarized Gaussian

beam is approximately [172, 173]

τz =
2P

πw2
0

[
αV + βV 2/3(δ − 1)2

]
(A.3)

where P is the laser power, w0 is the beam width, and α and β are constants intrinsic to the

spheroid’s material. The first term in Equation (A.3) is a torque due to the absorption of circularly

polarized photons; the second term is a torque due to asymmetric scattering of photons due to the
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Figure A.1: Rotational spinning and diffusion of a spheroidal silver nanoparticle. (left) Calculated
angular velocity of an Ag nanoparticle in circularly polarized Gaussian beam (w0 = 1200 nm,
P = 28mW ) at variable equivalent radius and aspect ratio. (right) Calculated rotational diffusion
coefficient under the same parameters.

anisotropy of the particle. For silver at λ = 800 nm,

α = 1.61× 10−10N/m2 (A.4)

β = 4.01× 10−14N/m (A.5)

In terms of the equivalent radius r0, the torque is

τz =
8P

3w2
0

[
αr3

0 + βr2
0(δ − 1)2

]
(A.6)

The rotational drag coefficient of the spheroid is approximately [159]

γ ≈ 16

5
πr3

0µ

(
δ +

3

2
δ−1

)
≈ 8πr3

0µ (A.7)
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The final expressions for the angular velocity and rotational diffusion are

ωz(t) =
P

3πw2
0µ

[
α+

β

r0
(δ − 1)2

]
(A.8)

Dr =
kT

8πr3
0µ

(A.9)

Note that the rotational diffusion in Equation (A.8) is mostly independent of the aspect ratio.

These equations can be inverted to obtain r0 and δ,

r0 =

(
5kT

16πµDr

)1/3

(A.10)

δ = 1 +

√
r0

β

(
3πw2

0µ

5P
ωz − α

)
(A.11)

Thus, if the angular velocity and rotational diffusion of a particle can be measured in experiment,

estimates can be made for the size and aspect ratio of the particles. The exact dependence of angular

velocity and rotational diffusion on particle size and aspect ratio is calculated in Figure A.1. The

numerical calculation is done using the T-matrix theory, where the T-matrix is evaluating using the

null-field method with discrete sources. [174]

In experiment, the spinning of nanoparticles can be measured using a quadrant photodioide

(QPD). [175, 176] Because these small particles emit dipoles and weak but significant quadrupoles,

the QPD will collect light into 4 quadrants with differing intensity depending upon the orientation of

the particle. By measuring the frequency of intensity oscillations in each quadrant of the QPD, the

angular velocity of the particle can be measured. By looking at fluctuations in the spinning velocity,

the rotational diffusion coefficient can also be constructed. Yuval Yifat performed experiments and

simulations to measure the response of a QPD to a spinning spheroidal nanoparticle by measuring

the power spectral density (PSD), see Figure A.2(a). [177] The simulated QPD measured a frequency

of rotation that agreed well with the torque acting on the particle in the theory, see Figure A.2.
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Figure A.2: Calculated and simulated dependence of the spinning frequency of a spheroidal NP on
its AR. (a) Simulated PSDs of the diagonal QPD ratios of prolate Ag nanoparticles with a fixed
volume and an effective radius of 75 nm. We simulated the dynamics of the NPs and used the
resultant trajectories to simulate the effective QPD response. (b) Fitted peaks of the PSD of the
diagonal ratio (blue stars) and torque acting on a prolate Ag nanoparticle with varying aspect ratios.

A.2 Dynamics of large nano-plate arrays in a line trap

The optical binding of large, thin gold nanoplates in an optical line trap was experimentally

studied by Delphine Coursault. [171] The diameter of these nanoplates are approximately 700 nm

while the thickness is only 20 nm. Despite their large diameter, the nanoplates are seen to form

ordered arrays and bind optically, similar to the case of much smaller spherical particles. However,

the coupling between these plates is very different from that of small spheres and involves near-field

interactions. [178, 179]

A multipolar analysis of the nanoplates was performed to reveal the modes in these gold

nanoplates. The results are shown in Figure A.3. At λ = 800 nm, the most significant modes are

an electric dipole, magnetic quadrupole, and electric octupole. The presence of these higher order

modes will alter their optical binding interactions. [180]
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Figure A.3: FDTD simulations of a Au NPL (assumed to be a disk of 700 nm in diameter and 25
nm in height) in a medium with n= 1.33 for water.(a, b) Map of the electric field enhancement at =
800 nm (vacuum) for incident light propagating along the z direction and polarized along the x axis;
field enhancement and field lines (a) in the XY plane, parallel to the plate, and (b) in the XZ plane
perpendicular to the NPL. (c) Total extinction, absorption, and scattering cross-sections with modal
decomposition of the scattering cross-section
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APPENDIX B

POINT DIPOLE APPROXIMATION AND SIMULATING A MICROSCOPE

B.1 Point dipole approximation

The point dipole approximation (PDA) approximates a finite-volume scatterer as a singular point

(Rayleigh approximation). These dipoles can then be coupled into each other in a matrix-interaction

equation. [65] While the PDA is fast, it can often be quantitatively inaccurate. For example, particles

of radius 75 nm illuminated by λ = 800 nm can have widely different forces in GMMT compared

to PDA, suggesting that finite-volume effects are still relevant at this length-scale. The PDA is

mostly useful to gain qualitative insights as it can often provide analytic expressions for the forces

on particles.

In PDA, a particle of radius a is approximated by an electric polarizability [83]

α(ω) =
α0(ω)

1− ik3α0(ω)

6πεε0
− ik2α0(ω)

6πεε0a

(B.1)

where k = nbω/c and the static polarizability of the particle is

α0(ω) = 4πε0ε(ω)a3 ε(ω)− ε0

ε(ω) + 2ε0
(B.2)

Equation (B.1) includes both a dynamic depolarization and radiation damping correction term to

the static polarizability.

The field produced by a dipole at another particle is given by

E(r2) = Einc(r2) + α
↔
G(r2, r1)Einc(r1) (B.3)

where
↔
G is the dyadic Green’s function

↔
G(r2, r1) =

exp(ikr12)

4πε0εbr
3
12

[
(3− 3ikr12 − k2r2

12)
r12 ⊗ r12

r2
12

+ (k2r2
12 + 1kr12 − 1)

↔
I

]
(B.4)

where r12 is the vector pointing from particle 1 to particle 2. Given these propagators, the interaction
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equations between N dipoles is

E(ri) = Einc(ri) + αi
↔
G(ri, rj)E(rj) (B.5)

The solution to the interaction equations yields the field at every particle

E =

[
↔
I − α

↔
G

]−1

Einc (B.6)

where
↔
G is a grand Green’s function where sub-blocks are filled with the dyadic Green’s function for

all particle pairs.

Once the fields are solved for at every particle, the forces and torques acting on the particles are

determined by

〈F 〉 =
1

2
Re {αE ·∇E} (B.7)

〈τ 〉 =
1

2
Re
{

(αE)∗ × (α−1
0 αE)

}
(B.8)

The field gradients in the force equation can be determined numerically by using Equation (B.3)

summed over all other particles.

The interaction equations in the PDA resemble those determined in the generalize multiparticle

Mie theory. The VSHW translation coefficients are replaced by coefficients of the dyadic Green’s

function and the Mie coefficients are replaced by the electric polarizability of the particles. Again, in

the PDA finite-volume effects are not accounted for. Magnetic modes and quadrupolar or higher

order modes are also not accounted for, although the PDA theory can be extended to includes these

multipoles. For anisotropic particles, the polarizability scalar can be upgraded to a polarizability

tensor.

B.2 Imaging clusters using a simulated microscope

In experiment, optical matter is visualized using optical microscopy. This method of visualization

can be simulated by taking the scattered (reflected) light from optical matter arrays, propagate them

to a far-field hemisphere, and use a lens function to refocus and collect images of the array. Consider
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an optical setup that consists of an objective lens (focal length f1, medium n1) and an imaging lens

(focal length f2, medium n2). The objective lens is used to focus the incident light, and also used to

turn the scattered light into a collimated beam. The collimated beam is then focused onto a camera

with the second lens. Given the scattered far-fields E∞(θ, φ), the field at the image plane is [67]

Eimg(ρ, ϕ, z) = A

θmax∫
0

2π∫
0

E∞(θ, φ) exp

[
ik
f1

f2
ρ sin(θ) cos(φ− ϕ)

]

× exp

[
1

2
kz

(
f1

f2

)2

sin2 θ

]
sin(θ)

√
cos(θ)dφdθ

(B.9)

where the factor A is

A =
ikf2 exp(−ik(f2 + z))

2π

√
n1

n2

(
f1

f2

)2

(B.10)

Figure B.1: Emergence of a collective scattering mode in nanoparticle arrays. (a-c) Experimental
coherent (backscattered) images of OM arrays with 6 (a-b) and 7 (c) particles. The insets show
the corresponding averaged incoherent (darkfield) images. (d-f) Simulated coherent (backscattered)
images each of the three OM arrays as panels a, b, and c, respectively. (g-i) Simulated near-field
electric field intensity for each of the OM arrays in a, b, and c, respectively.

Figure B.1(a-c) shows the experimentally measured images of three different optical matter
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arrays. The corresponding images from simulation, Figure B.1(d-f), are in good agreement with

the experiment. Additionally, Figure B.1(g-i) shows the near-fields around the optical matter array

calculated in simulation. The interference fringes in the near field appear somewhat similar to those

in the images.

To investigate the similarities between near-fields and far-field images, the two are compared

analytically using the point dipole approximation. In the near-field of a single particle, the electric

field is due to an incident field and a scattered field

E(ρ, φ) = E0 + Ã
exp(ikρ)

kρ
(B.11)

where Ã is a complex constant related to the NP’s polarizability. The intensity is then

I(ρ, φ) = E2
0 + 2E0|Ã|

cos(kρ+ ϕs)

kρ
(B.12)

where ϕs is a phase shift factor. This is the near-field image due to a single particle.

For a point dipole µi located at the origin, the field in the image plane is

E(ρ, φ) =
ω2

ε0c2

←→
G psf(ρ, φ) · µ (B.13)

where
←→
G psf is the dyadic point-spread function. [67] In the paraxial limit, the field in the image

plane is

E(ρ, φ) = B̃
J1[kρ sin(θobj)]

kρ
µ (B.14)

where B̃ is a complex constant and J1 is a Bessel function. The Bessel function can be replaced by

its assymptotic form,

J1[x] ≈ −
√

2

πx
cos(x+ π/4) (B.15)

so that the electric field can be approximated as

E(ρ, φ) ∝ B̃
cos(kρ sin(θobj) + π/4)

(kρ)3/2
µ (B.16)
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If we include the field reflected off the water-glass interface, the far-field becomes

E(ρ, φ) ∝ Er + B̃
cos(kρ sin(θobj) + π/4)

(kρ)3/2
µ (B.17)

and the intensity is

I(ρ, φ) ∝ E2
r + 2Er|B̃||µ|

cos(kρ sin(θobj) + π/4)

(kρ)3/2
(B.18)

Equation (B.18) is comparable to Equation (B.12). The image intensity modulation falls off faster as

ρ3/2 and has a permanent, fixed phase shift of π/4 that is independent of the particles polarizability.

The length scale in image space is given by 1/k sin(θobj), which is generally longer than the 1/k

length scale of the near-field intensity. For a perfect objective (θobj = π/2), the length scales are

identical.
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APPENDIX C

LIGHT FIELDS

The angular spectrum of light represents a beam of light in Fourier (k) space, E∞(kx, ky). Given

the angular spectrum, the fields focused by an objective can be evaluated using the theory developed

by Richards and Wolfs [181, 182]

E(r) =
ife−ikf

2π

∫∫
(k2x+k2z)≤k2

E∞(kx, ky) exp(ik · r)
1

kz
dkxdky (C.1)

where kz =
√
k2 − k2

x − k2
y, and f is the focal length of the objective. The integration occurs over

all k-vectors that satisfy the diffraction limit. If not for the 1/kz factor in Equation (C.1), the focal

fields and angular spectrum would be a Fourier transform pair. In the paraxial limit, kz → k and

they do become a Fourier transform pair.

Equation (C.1) can be represented in angular coordinates where it becomes an integration over a

far-field hemisphere and the focal fields are in cylindrical coordinates

E(ρ, ϕ, z) =
ife−ikf

2π

θmax∫
0

2π∫
0

E∞(θ, φ) exp(ikz cos θ) exp(ikρ sin θ cos(φ− ϕ)) sin θdφdθ (C.2)

where θmax is determined by the numerical aperture of the objective (NA = n sin(θmax)).

The scalar angular spectrum for Gaussian, Hermite-Gaussian, and Laguerre-Gaussian type beams

are known and listed below. [67, 183] The polarized angular spectrum is obtained by adding a global

polarization state to the scalar angular spectrum. Paraxial expressions for each of the beams can be

obtained by evaluating the above integrals in the appropriate limit. These paraxial expressions are

also listed below for each beam. For tightly focused beams (high NA), the integrals above should

always be used to calculate focal fields rather than the paraxial expressions.
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Gaussian LG HG Radial

Figure C.1: Visualizing different beams of light. (top) Intensity and polarization of an x-polarized
Gaussian, x-polarized LG beam (p = 1, l = 5), x-polarized HG beam (l = 2, m = 3), and radial
polarized beam. (bottom) Corresponding phase profiles for Ex in the xy-plane for each beam.

C.1 Gaussian beams

Paraxial expression

E(ρ, φ, z) = p̂E0
w0

w(z)
exp

−ρ2

w(z)2
exp

[
−i(kz + k

ρ2

2R(z)
− ψ(z))

]
(C.3)

where w(z) = w0

√
1 + (z/zR)2 is the evolving beam waist, zR = 1

2kw
2
0 is the Rayleigh range,

R(z) = z(1 + (zR/z)2) is the radius of curvature, and ψ(z) = arctan(z/zR) is the Gouy phase shift.

Scalar angular spectrum

S(θ, φ) = exp
[
(−kw0 tan(θ)/2)2

]
(C.4)

C.2 Hermite-Gaussian beams

Paraxial expression

HGl,m(x, y, z) = Hl

(√
2x

w(z)

)
Hm

(√
2x

w(z)

)
HG0,0(x, y, z) (C.5)

where (l,m) are integers defining the order of the HG beam, Hl, Hm are Hermite polynomials,

and HG0,0 is a Gaussian beam. The Gouy phase is also changed from a Gaussian, ψ(z) =
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(l +m+ 1) arctan(z/zR).

Scalar angular spectrum

S(θ, φ) = (−i)l+mHl

(
kw0√

2
tan(θ) cos(φ)

)
Hm

(
kw0√

2
tan(θ) sin(φ)

)
exp

[
(−kw0 tan(θ)/2)2

]
(C.6)

C.3 Laguerre-Gaussian beams

Paraxial expression

LGl,p(ρ, φ, z) =

(√
2ρ

w(z)

)|l|
L|l|p

(
2ρ2

w(z)2

)
exp(−ilφ)LG0,0(ρ, φ, z) (C.7)

where p is an integer defining the order of the LG beam, l is the topological charge of the optical

vortex, Llp are the generalized Laguerre polynomials, and LG0,0 is a Gaussian beam. The Gouy

phase is also changed from a Gaussian, ψ(z) = (|l|+ 2p+ 1) arctan(z/zR).

Scalar angular spectrum

S(θ, φ) = i(kw0 tan(θ)/
√

2)|l| exp (ilφ)L|l|p

[(
kw0

2
tan(θ)

)2
]

exp
[
(−kw0 tan(θ)/2)2

]
(C.8)

C.4 Vector beams

Vector beams are created by superimposing the lowest order Hermite-Gaussian beams.

Radially polarized vector beam

RP (x, y, z) = x̂HG1,0(x, y, z) + ŷHG0,1(x, y, z) (C.9)

Azimuthally polarized vector beam

AP (x, y, z) = −ŷHG1,0(x, y, z) + x̂HG0,1(x, y, z) (C.10)

Shear polarized vector beam

SP (x, y, z) = ŷHG1,0(x, y, z) + x̂HG0,1(x, y, z) (C.11)
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C.5 Simulating a spatial light modulator using phase functions

A phase-only spatial light modulator modulates the phase of a propagating beam before it is

focused by the objective. If a beam has an angular spectrum S(θ, φ), then the angular spectrum

modulated by an SLM is

SSLM(θ, φ) = exp(iΦ(θ, φ))S(θ, φ) (C.12)

where Φ(θ, φ) is the phase function on the SLM in spherical coordinates. In cartestian coordinates,

the phase on the SLM is Φ(x, y), where x = f sin(θ) sin(φ) and y = f sin(θ) cos(φ) and f is the

focal length of the objective. In this way, a 2D grid SLM with Nx ×Ny pixels can be simulated in

simulation.
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